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Abstract—Timely identification of bugs plays an important role in delivering quality software. Defect prediction models help to detect or rank the defect prone files so that the project management team can allocate resources efficiently or may seek help from external sources to enable rigorous quality assurance activities on defect prone files. Though defect prediction models have been built using several machine learning algorithms, Bayesian approach of these models is not explored. We propose Bayesian logistic regression with informative and informative priors to build defect prediction models. We seek to study if there are any advantages of using Bayesian logistic regression over logistic regression and the role of priors in the performance of Bayesian logistic regression. A comparative study of the performance of Bayesian logistic regression and the role of priors in the performance of Bayesian logistic regression. We seek to study if there are any advantages of using Bayesian logistic regression over logistic regression and the role of priors in the performance of Bayesian logistic regression.

Index Terms—Bayesian regression, Informative priors

I. INTRODUCTION

Delivering quality software is one of the most important goals of any IT vendor to survive in the highly competitive market. Bugs or defects surfaced during any time in the evolution of a software, especially in the post-production phase, will be detrimental to the software quality. In practice, defects get uncovered during post-production phase in spite of expending good number of man hours for quality assurance activities like different kinds of testing and code reviews. Researchers and practitioners proposed the methodologies to curtail these defects. Software Defect Prediction is one such technique to predict defects, preferably before rolling to production environment, where in the deeper quality assurance activities like code reviews and testing by Subject Matter Experts (SMEs) can be performed on these defect prone files. The defect prediction models have been developed using machine learning algorithms like logistic regression, Naive Bayes classifier and Random forest etc.

Logistic Regression is a probabilistic discriminative model where in probabilities of positive and negative class are modeled by sigmoid function.

\[
P(Y = 1|w, x) = \frac{1}{1 + e^{-w^T x}}
\]

(1)

It gives the probability that a class/file is defective, given the feature vector of a file \(x\) and parameter vector \(w\). Suppose there are \(n\) observations where the \(i^{th}\) observation is a tuple \((x_i, y_i)\), \(x_i\) is a \(m\) dimensional feature vector and \(y_i\) is boolean valued representing whether the file is defective (1) or not (0). \(D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}\) is the set of all training instances.

The following equality is obtained from bayes theorem.

\[
P(w|D) = P(D|w)P(w)/P(D)
\]

(2)

where \(P(w|D)\) is posterior distribution, \(P(D|w)\) is likelihood and \(P(w)\) is the prior distribution. \(P(D)\) is a constant for a given \(D\) and hence

\[
P(w|D) \propto P(D|w)P(w)
\]

(3)

In logistic regression, it is assumed that \(w\) follows uniform distribution and hence any tuple in \(R^{n+1}\) (\(m\) is the size of input vector) is a candidate solution and hence

\[
P(w|D) \propto P(D|w)
\]

(4)

\(y_i\)’s are conditionally independent hence we can write equation 4 as:

\[
P(w|D) \propto \prod_{i=1}^{n} P(y_i|x_i, w)
\]

(5)

Let \(p_i = P(y_i = 1|x_i, w) = \frac{1}{1 + e^{-w^T x_i}}\), then

\[
P(w|D) \propto \prod_{i=1}^{n} P(y_i|x_i, w) = \prod_{i=1}^{n} p_i^{y_i} \ast (1 - p_i)^{1-y_i}
\]

(6)

The optimal \(w\) for logistic regression is determined as the maximum likelihood estimator (MLE) of the given training data.

\[
w_{MEL} = \arg \max_w (\prod_{i=1}^{n} p_i^{y_i} \ast (1 - p_i)^{1-y_i})
\]

(7)

There are some drawbacks of logistic regression when applied to defect prediction problem and they are listed below.

1) MLE’s are asymptotically unbiased, i.e \(E[w_{MLE} \approx w_{true}}\) as \(n\) (number of instances/samples) becomes very large. It has been shown that regression coefficients are biased for small and moderate sample sizes [1]. Long et al. [2] offers a rough heuristic about appropriate sample sizes: it is risky to use MLE with samples smaller than 100, while samples larger than 600 seem adequate. For 44 datasets that are used in our study, the average number of files in a project are 400.

2) Logistic regression works well when both non-event (no bug) and event (bug) occur in the same ratio and the bias is substantial for small and medium samples with skewed ratio [3]. For defect prediction problem, generally the files are skewed towards non-event (non-defective) and the number of files in each of the project considered in our study is not high.

Logistic regression as stated above assumes uniform priors, but in practice priors can follow any distribution. In Bayesian Logistic regression a prior for \(w\) is ascertained from previous data or expert opinion. Consider the case where the prior is a normal distribution \(w \approx N(\mu, C)\) with mean \(\mu\) and covariance \(C\). The posterior distribution is.

\[
P(w|D) \propto P(D|w) \ast P(w)
\]

(8)

\[
P(w|D) \propto \left( \prod_{i=1}^{n} p_i^{y_i} \ast (1 - p_i)^{1-y_i} \right) \ast \exp\left(\frac{-(w-\mu)^T C^{-1} (w-\mu)}{2}\right)
\]

(9)

It has been shown that Bayesian Logistic Regression improves prediction accuracy of learning models [4], [5]. Though there are
several learning models developed to predict defects, the Bayesian perspective of the models have not been studied so far. We study Bayesian Logistic Regression and attempt to answer the following research questions:

- **RQ1:** Is there any significant difference between Logistic Regression and Bayesian Logistic Regression?
- **RQ2:** Study informative and non-informative priors of $w$ and test whether there is any significant difference between the posterior probabilities of the classifiers developed using these different priors?
- **RQ3:** Is there significant difference between the Bayesian Logistic Regression and other widely used classifiers for defect prediction problem?

The rest of the paper is organized as follows. In section II related work is discussed. The metrics and datasets used in this study are discussed in section III. A description of the bayesian logistic regression model is given in section IV. The experimental setup is described in section V. The results are discussed in section VI. Threats to validity of the experiments are discussed in section VII. Conclusions are presented at the end.

### II. RELATED WORK

Bug Prediction models have been built using various metrics of a software. Chidamber and Kemerer (CK), Halstead metrics are well known metrics used in defect prediction. However it has been shown that lines of code (LOC) have strong correlation with proneness to defect. Zhang et al. [6] concluded that LOC increases bug proneness. CK metrics have been useful in detecting bugs ([7], [8]). Thomas et al. [9] explored the relationship between code complexity and defect proneness and arrived at the conclusion that complexity metrics are very useful in defect prediction and also code bases that undergo a lot of evolution are prone to defects. These metrics are used in classification algorithms.

Bug detection algorithms are well studied. L. Guo et al. [10] applied random forests to predict fault prone modules and found that random forests were better when applied to large datasets. Neural networks for bug prediction was explored by Rajni Jindal et al. [11] they used ROC to interpret the results obtained. Czibula et al. [12] used unsupervised algorithms for bug prediction and their rule mining based approach resulted in as good results as other algorithms. Relevant to this study Rakesh et al. [13] experimented with a bayesian approach to predict number of bugs in a software and showed that incorporating prior information gave better results. A study of benchmarking various algorithms was done by Stefan et al. [14]. They conducted a freidman neyman with AUC-ROC as their measure and showed that random forest outperformed all other models but not significantly. Also around 17 models including random forest, logistic regression, naïve bayes and multi layer perceptron were shown to have no significant difference.

### III. METRICS AND DATASET

**TABLE II** gives a description of software projects considered. Only software projects with three or more versions are considered. The data of these 12 projects is extracted from the Promise repository [15]. The average number of classes over all projects and versions is 400. The metrics considered for this study are given in **TABLE I**. Jurecko and Madeyski [21] give a detailed description of all the metrics.

### IV. METHODOLOGY

As discussed in the first section the prior $p(w)$ need not necessarily be a uniform distribution but can be any distribution. There are two kinds of priors informative and non-informative priors. Informative priors can be derived from historical data or domain expertise whereas Non-informative priors do not rely on previous data but can be approximated by making use of training data.

In this study we make use of a Non-informative prior – Jeffery prior and also propose couple of informative priors that follow a multivariate normal distribution.

#### A. Choice of Priors

- **Bayes-1 prior** - This is an informative prior. The prior of the current version is the posterior of the previous version of the same software. For example consider the project ivy as described in table II. Ivy has 3 versions, initially assume an isotropic normal distribution $w \approx N(0, \alpha^{-1}I)$ as prior, and obtain posterior with ivy 1.1 as the data

$$p(w|D_{ivy1.1}) = p(D_{ivy1.1}|w) * N(0, \alpha^{-1}I)$$

A normal approximation of the above posterior distribution will be used as prior for ivy 1.4

$$p(w|D_{ivy1.4}) = p(D_{ivy1.4}|w) * p(w|D_{ivy1.1})$$

- **Bayes-2 prior** - This is also an informative prior and is best explained with an example. Consider again ivy described in **TABLE II**, 1) Choose 66% instances of ivy 1.1 randomly let it be $D_{ivy1.1} = 66\% \text{ of } ivy1.1$. Train a logistic regression with this data, the resulting parameters are $w_1 = \argmax_w (P(D_{ivy1.1}|w))$ 2) Choose 66% instances of ivy 1.4 randomly let it be $D_{ivy1.4} = 66\% \text{ of } ivy1.4$. Train a logistic regression with this data, the resulting parameters are $w_2 = \argmax_w (P(D_{ivy1.4}|w))$
B. Sampling from the Posterior

For any testing example, average of all probabilities would be taken into consideration to classify the testing instance. Suppose \( k \) samples are drawn \( w_1, w_2, \ldots, w_k \) from \( P(w|D) \) then the probability that a file with attribute \( x \) is defective would be:

\[
P(y = 1|x, D) = \frac{1}{k} \sum_{i=1}^{k} \frac{1}{1 + e^{-w_i^T x}}
\]

We discuss below the two ways of drawing samples from posterior \( p(w|D) \).

**Laplace Approximation:** The posterior is approximated to a multivariate normal distribution with mean \( w_{\text{max}} \) and covariance matrix \( K \) where \( w_{\text{max}} = \arg \max_w p(w|D) \) and \( K = H^{-1} \). \( H \) is the hessian of \( p(w|D) \) computed at \( w_{\text{max}} \). Samples are drawn from this approximation. Laplace approximation works well when the pdf is unimodal otherwise it might be a bad approximation [23] and hence we have not used it in this study.

**MCMC:** The other way of drawing samples from the posterior is the famous Markov Chain Monte Carlo (MCMC) which involves constructing a markov chain with desired distribution as its equilibrium distribution. In this study we use gibbs sampling which is a MCMC method, to draw samples from the posterior.

Among these prior choices using jeffrey priors did not improve performance the other two priors improved performance over simple logistic regression significantly.

### V. Experiments

#### A. Cost Model

Normalized Expected Misclassification Cost (NEMC) is used to compare performance of the models. Type 1 error is predicting a non-defective file as defective and Type 2 error is predicting a defective file as non-defective. For the defect prediction problem it is evident that type 2 errors are costlier than type 1 errors. The cost ratio \( \beta \) is defined as:

\[
\beta = \frac{\text{cost of Type 2 error}}{\text{cost of Type 1 error}}
\]

False Positive Rate and False Negative Rate are defined as:

\[
E_1 = \frac{FP}{TN + FP}
\]

\[
E_2 = \frac{FN}{TP + FN}
\]

where FP-false positive, TN-true negative, FN-false negative and TP-true positive

\[
\text{NEMC} = \beta \ast (E_2 \ast P_{df}) + (E_1 \ast P_{ndf})
\]

Where \( P_{df} \) and \( P_{ndf} \) are prior probabilities of defective and non-defective files in the dataset respectively. We refer the reader to Khoshgoftaar et al. [24] for a detailed derivation of NEMC.

#### B. Implementation

To answer RQ1 and RQ2, we implement logistic regression, Bayesian logistic regression with Bayes-1 Prior, Bayes-2 Prior and Jeffrey Prior. We also implement Random Forest, Nave Bayes and SVM for comparative study of these classifiers with Bayesian logistic regression to answer RQ3. All models are implemented in R-programming [25] and details are discussed below:

- Bayes 1 and Bayes 2: Logit function of the Bayes Logit package [26] is used to implement both the bayesian logistic regression methods. The function requires Data, prior mean and...
prior variance as input. Logit function returns samples from the posterior — 1000 points were sampled after a burn-in of 1000.

- Jeffrey Prior (JP): logistf [27] package is used to implement logistic regression with Jeffrey Prior. The package computes the fisher matrix and also returns a set of samples from the posterior.
- Random forest (RF): randomforest [28] function is used to implement random forest, the ntree variable was set to 100 after experimentation.
- Naive bayes (NB): naiveBayes [28] function is used to implement naive bayes algorithm, this function requires data to be un-normalized.
- Logistic regression (LR): glmnet [29] is used to implement logistic regression algorithm, the regularization parameter was computed using cross-validation.
- svm, l-svm: svm [28] function is used to implement both the svm’s. l-svm kernel is linear whereas the kernel for svm is radial.

C. Training and Testing

Each model is trained on 66% of the last version of each of the software projects mentioned in TABLE II and tested on the remaining 34% of the same project. For the bayesian methods the priors come from the previous version of a project. Consider the ivy project for elaboration of the training-testing process.

- Train RF, LR, NB, svm and l-svm on 66% of ivy 2.0 (last version of ivy)
- Train JP, Bayes 1 and Bayes 2 on 66% of ivy 2.0 and the priors are approximated from ivy 1.1 and ivy 1.4.
- Test all the models on the remaining 34% of ivy 2.0, Compute NEMC on the testing data of ivy 2.0 for all models.

NEMC is used to compare performance of classifiers as discussed in the previous section. NEMC for each model is averaged over several runs (R). For example consider random forest (RF) and ivy 2.0

\[
\text{for } i \text{ in } 1 \rightarrow R \text{ do }\]
\[
D_{\text{train}} = 66\% \text{ of } ivy_{2.0}
\]
\[
D_{\text{test}} = ivy_{2.0} - D_{\text{train}}
\]

\[
\text{train RF on } D_{\text{train}} \]
\[
\text{compute NEMC for RF over } D_{\text{test}}, \text{ let it be } n_{p_i}
\]
\[
\text{end for}
\]
\[
\text{avg NEMC for RF } = \frac{np_R}{L} = \frac{\sum R n_{p_i}}{R}
\]

The above algorithm is used to compute average NEMC for all 8 models.

D. Statistical Tests for comparing classifiers

Classifiers are compared based on average NEMC and statistical tests used in our study are discussed below:

- **Two sample test – Wilcoxon signed rank test and rank test**
  In both cases the null hypothesis is
  \[
  H_0 : \text{The two models have the same performance}
  \]
  and the alternative
  \[
  H_a : \text{The two models have different performance}
  \]
  \[
  H_0 \text{ is rejected if } p_{value} < 0.05. \text{ For example, consider TABLE III to compare Bayes 2 and Logistic Regression (LR) at } \beta = 5.
  \]
  Here two samples are NEMC values of Bayes-2 (column 2) and LR (column 3)

- **K sample test – Friedman test**
  Here the null hypothesis is
  \[
  H_0 : \text{all classifiers perform alike}
  \]
  and the alternative
  \[
  H_1 : \text{atleast 2 classifiers differ in performance}
  \]

Friedman test assigns a mean rank to each classifier. And if the null hypothesis is rejected a Nemenyi test is used to compare all classifiers. The mean rank of two classifiers have to differ by a critical difference (CD) for them to be considered significantly different.

\[
CD = q_{1-\alpha;L} \sqrt{\frac{L(L+1)}{12K}}
\]

where L is the number of classifiers and K is the number of projects.

VI. RESULTS AND DISCUSSION

Type 2 error is much costlier than Type 1 Error for defect prediction problem and the ratio of two costs (β) is an important parameter in the performance measure NEMC. The cost ratio (β) varies with the type of project and organization. We consider the cost ratio to be 5, 10, 20, 40 and conduct experiments to answer RQ1 through RQ3. For each of the project and cost ratio, learning models are developed using logistic regression and Bayesian logistic regression with Bayes-1 Prior, Bayes-2 Prior and Jeffery prior. The average NEMC over 1000 runs for each of the project are tabulated in Table III, IV, V and VI respectively. Wilcoxon signed rank test and rank test is performed to check whether there is any significant difference between logistic regression and Bayesian logistic regression (RQ1). For Bayesian logistic regression with Bayes-1 prior and Bayes-2 prior, the null hypothesis for Wilcoxon signed rank test (WSR) and rank test (RT) is rejected as pvalues are considerably less than 0.05. Hence the Bayesian logistic regression with informative priors is significantly better than logistic regression. The pvalues for different values of β are tabulated in Table VIII. The average number of data points, 400 for our study, is low and could lead to biased estimates and this might be one reason for lower performance of logistic regression. Also, the imbalance of defective files and non-defective files could be another reason.

However it is found out that there is no significant difference between the logistic regression and Bayesian logistic regression with Jeffery prior. Jeffery prior is non-informative prior like uniform prior and it is not generated from historical data and this could be one of the reasons for downplay of Bayesian logistic regression with Jeffery prior. Supporting the argument, it is also observed that there is a significant difference between the performances of Bayesian logistic regression with informative priors and that of non-informative priors (RQ2).

After observing significantly better performance of Bayesian Logistic regression (with informative priors) as compared to logistic regression, the obvious next step is to rank its performance with other widely used classifiers like Random Forest, Nave Bayes, SVM etc (RQ3). We have not considered Bayesian logistic regression with Jeffery prior in this comparative study as it is not significantly different from Logistic Regression (LR). We have conducted Freedman test to check whether there is any significant difference between these classifiers - Bayes 1, Bayes 2, RF, LR, NB, L-SVM, SVM. It is observed that there is significant difference between the performances of these classifiers. Neymni test has been conducted to rank these classifiers and the results are reported in Table VII. Random Forest
Bayes1 is ranked higher than all classifiers and this result is in tune with other comparative studies [14], [30], [31]. The random forest (RF) is an ensemble classifier and for reasons mentioned in [14], it ranks higher than other classifiers. Bayesian logistic regression with Bayes-2 prior and Bayes-1 prior rank 2nd and 3rd respectively but with no significant difference from Random Forest (RF).

<p>| TABLE III |
| NORMALED PENALITY AT β = 5 |</p>
<table>
<thead>
<tr>
<th></th>
<th>Bayes1</th>
<th>Bayes2</th>
<th>LR</th>
<th>L-SVM</th>
<th>NB</th>
<th>RF</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>POI</td>
<td>0.6505</td>
<td>0.7140</td>
<td>0.8952</td>
<td>0.7919</td>
<td>1.9743</td>
<td>0.597</td>
<td>0.6954</td>
</tr>
<tr>
<td>ANT</td>
<td>0.7197</td>
<td>0.6946</td>
<td>0.8072</td>
<td>0.7377</td>
<td>0.690</td>
<td>0.5659</td>
<td>0.8243</td>
</tr>
<tr>
<td>CAMEL</td>
<td>0.9143</td>
<td>0.8947</td>
<td>0.9531</td>
<td>0.9962</td>
<td>0.8192</td>
<td>0.8540</td>
<td>0.9916</td>
</tr>
<tr>
<td>XLAN</td>
<td>0.0268</td>
<td>0.0360</td>
<td>0.0560</td>
<td>0.0114</td>
<td>0.9149</td>
<td>0.0102</td>
<td>0.0110</td>
</tr>
<tr>
<td>JEDIT</td>
<td>0.1403</td>
<td>0.1423</td>
<td>0.1525</td>
<td>0.1306</td>
<td>0.2800</td>
<td>0.1301</td>
<td>0.1226</td>
</tr>
<tr>
<td>PC</td>
<td>0.0050</td>
<td>0.0047</td>
<td>0.0055</td>
<td>0.0057</td>
<td>0.0056</td>
<td>0.0058</td>
<td>0.0070</td>
</tr>
<tr>
<td>IVY</td>
<td>0.7132</td>
<td>0.7169</td>
<td>0.7107</td>
<td>0.7310</td>
<td>0.6004</td>
<td>0.7160</td>
<td>0.8256</td>
</tr>
<tr>
<td>LOG4J</td>
<td>0.2809</td>
<td>0.4614</td>
<td>0.5059</td>
<td>0.4509</td>
<td>2.3786</td>
<td>0.0971</td>
<td>0.0732</td>
</tr>
<tr>
<td>LUCENE</td>
<td>0.9301</td>
<td>0.7724</td>
<td>1.1920</td>
<td>1.0087</td>
<td>1.8144</td>
<td>0.7732</td>
<td>0.9008</td>
</tr>
<tr>
<td>SVANAPSE</td>
<td>0.9270</td>
<td>0.9378</td>
<td>1.1104</td>
<td>1.0479</td>
<td>0.9182</td>
<td>0.812</td>
<td>1.0251</td>
</tr>
<tr>
<td>VELOCITY</td>
<td>0.9851</td>
<td>0.9618</td>
<td>1.1267</td>
<td>1.0314</td>
<td>0.8941</td>
<td>1.2530</td>
<td></td>
</tr>
<tr>
<td>XERCES</td>
<td>0.3294</td>
<td>0.3415</td>
<td>0.5492</td>
<td>0.3436</td>
<td>1.5994</td>
<td>0.1671</td>
<td>0.4893</td>
</tr>
</tbody>
</table>

<p>| TABLE IV |
| NORMALED PENALITY AT β = 10 |</p>
<table>
<thead>
<tr>
<th></th>
<th>Bayes1</th>
<th>Bayes2</th>
<th>LR</th>
<th>L-SVM</th>
<th>NB</th>
<th>RF</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>POI</td>
<td>1.1383</td>
<td>1.3174</td>
<td>1.6982</td>
<td>1.4682</td>
<td>3.9051</td>
<td>1.0939</td>
<td>1.2691</td>
</tr>
<tr>
<td>ANT</td>
<td>1.3356</td>
<td>1.3215</td>
<td>1.5855</td>
<td>1.5138</td>
<td>1.12</td>
<td>1.2334</td>
<td>1.6114</td>
</tr>
<tr>
<td>CAMEL</td>
<td>1.8034</td>
<td>1.7376</td>
<td>1.8962</td>
<td>1.9867</td>
<td>1.7575</td>
<td>1.6650</td>
<td>1.9760</td>
</tr>
<tr>
<td>XLAN</td>
<td>0.0451</td>
<td>0.0654</td>
<td>0.1027</td>
<td>0.0118</td>
<td>1.8270</td>
<td>0.0151</td>
<td>0.0111</td>
</tr>
<tr>
<td>JEDIT</td>
<td>0.2500</td>
<td>0.2625</td>
<td>0.2742</td>
<td>0.2553</td>
<td>0.3729</td>
<td>0.2532</td>
<td>0.2551</td>
</tr>
<tr>
<td>PC</td>
<td>0.0090</td>
<td>0.0093</td>
<td>0.0110</td>
<td>0.0014</td>
<td>0.0011</td>
<td>0.0016</td>
<td>0.0014</td>
</tr>
<tr>
<td>IVY</td>
<td>1.3894</td>
<td>1.3707</td>
<td>1.3932</td>
<td>1.4599</td>
<td>1.1048</td>
<td>1.4087</td>
<td>1.6490</td>
</tr>
<tr>
<td>LOG4J</td>
<td>0.4954</td>
<td>0.3631</td>
<td>0.3555</td>
<td>0.2199</td>
<td>4.7145</td>
<td>0.1307</td>
<td>0.0732</td>
</tr>
<tr>
<td>LUCENE</td>
<td>1.6974</td>
<td>1.3707</td>
<td>2.2785</td>
<td>1.8765</td>
<td>3.5797</td>
<td>1.3730</td>
<td>1.6320</td>
</tr>
<tr>
<td>SVANAPSE</td>
<td>1.8489</td>
<td>1.8511</td>
<td>2.1542</td>
<td>2.0187</td>
<td>1.7318</td>
<td>1.5253</td>
<td>1.9739</td>
</tr>
<tr>
<td>VELOCITY</td>
<td>1.7829</td>
<td>1.8181</td>
<td>2.2713</td>
<td>1.9712</td>
<td>2.4785</td>
<td>1.6755</td>
<td>2.4385</td>
</tr>
<tr>
<td>XERCES</td>
<td>0.6008</td>
<td>0.6251</td>
<td>1.0521</td>
<td>0.6393</td>
<td>3.0898</td>
<td>0.2866</td>
<td>0.9008</td>
</tr>
</tbody>
</table>

<p>| TABLE V |
| NORMALED PENALITY AT β = 20 |</p>
<table>
<thead>
<tr>
<th></th>
<th>Bayes1</th>
<th>Bayes2</th>
<th>LR</th>
<th>L-SVM</th>
<th>NB</th>
<th>RF</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>POI</td>
<td>2.1317</td>
<td>2.5242</td>
<td>3.3042</td>
<td>2.8209</td>
<td>7.7667</td>
<td>2.0876</td>
<td>2.4164</td>
</tr>
<tr>
<td>ANT</td>
<td>2.7414</td>
<td>2.5753</td>
<td>3.1420</td>
<td>2.9941</td>
<td>2.1419</td>
<td>2.4864</td>
<td>3.1856</td>
</tr>
<tr>
<td>XLAN</td>
<td>0.0819</td>
<td>0.1243</td>
<td>0.1963</td>
<td>0.0127</td>
<td>3.6511</td>
<td>0.0250</td>
<td>0.0111</td>
</tr>
<tr>
<td>JEDIT</td>
<td>0.4964</td>
<td>0.5028</td>
<td>0.5146</td>
<td>0.3934</td>
<td>3.3888</td>
<td>0.4949</td>
<td>0.5102</td>
</tr>
<tr>
<td>PC</td>
<td>0.0197</td>
<td>0.0186</td>
<td>0.0219</td>
<td>0.0229</td>
<td>0.0220</td>
<td>0.0231</td>
<td>0.0281</td>
</tr>
<tr>
<td>IVY</td>
<td>2.7418</td>
<td>2.6782</td>
<td>2.7581</td>
<td>2.8575</td>
<td>2.1136</td>
<td>2.7941</td>
<td>2.9258</td>
</tr>
<tr>
<td>LOG4J</td>
<td>0.2946</td>
<td>1.6665</td>
<td>1.8548</td>
<td>0.3678</td>
<td>9.4673</td>
<td>0.1981</td>
<td>0.0732</td>
</tr>
<tr>
<td>LUCENE</td>
<td>3.2318</td>
<td>2.5673</td>
<td>4.4516</td>
<td>3.6120</td>
<td>7.1101</td>
<td>2.5724</td>
<td>3.0943</td>
</tr>
<tr>
<td>SVANAPSE</td>
<td>3.0626</td>
<td>3.0508</td>
<td>4.2419</td>
<td>3.9603</td>
<td>3.3792</td>
<td>3.9717</td>
<td>3.8719</td>
</tr>
<tr>
<td>XERCES</td>
<td>1.1436</td>
<td>1.1924</td>
<td>2.0578</td>
<td>1.2307</td>
<td>6.1507</td>
<td>0.5256</td>
<td>1.7239</td>
</tr>
</tbody>
</table>

| VII. Threats to Validity |

The various threats to validity that may impact the analysis of the proposed approach, the experimental study and conclusions are presented here.

A. Internal Validity

NEMC as performance measure has been adopted by previous studies. Performance measures of similar kind which give more weightage to one kind of error is common in defect prediction [30],
The choice of the cost factor $\beta$ was made under the assumption that a defect uncovered in production is more costly than testing for bugs in a defect free class. Different choices of cost factor $\beta$ could yield different results, it is up to the project team to set a suitable value for $\beta$ based on available resources and time constraints.

B. External Validity

The results presented holds good for the 12 Promise projects. The experiment may lead to different results if another dataset is used. Further the metrics used are a combination of several metrics proposed by different authors, these metrics have been adopted in several defect prediction studies. Different set of metrics could lead to different results.

VIII. CONCLUSION

In this paper, we have formulated the Bayesian logistic regression with three different priors for defect prediction problem. We study the performance of Bayesian approach for logistic regression by making use of several versions of 12 promise projects. The performance of Bayesian logistic Regression with informative priors is significantly better than logistic regression. The performance of Bayesian logistic regression is very much dependent on the choice of prior. Bayesian logistic regression with informative priors outperform their counterpart, Bayesian logistic regression with non-informative prior. The comparative study of all classifiers reveal that Random Forest ranks first and Bayesian logistic regression with Bayes-2 prior, Bayesian logistic regression with informative priors outperform their counterparts.
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