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Abstract—Spatial clustering is an important field of spatial data mining and knowledge discovery that serves to partition a spatial data set to obtain disjoint subsets with spatial elements that are similar to each other. Existing algorithms can be used to perform three types of cluster analyses, including clustering of spatial points, regionalization and point pattern analysis. However, all these existing methods do not provide a description of the discovered spatial clusters, which is useful for decision making in many different fields. This work proposes a knowledge discovery process for the description of spatially referenced clusters that uses decision tree learning algorithms. Two proofs of concept of the proposed process using different spatial clustering algorithm on real data are also provided.
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II. PROBLEM DEFINITION

Many algorithms and methods were developed to discover spatially referenced clusters in any of its forms: spatial clusters, regions or point patterns. These algorithms make use of different heuristics and techniques to separate the spatial objects more similar to each other, according to a specific similarity function. As result of this task, for each spatial object, the cluster to which it belongs is specified. However, as mentioned before, these algorithms do not allow describing the automatically discovered clusters according to the attributes chosen for that activity.

This issue affects the decision makers that use this kind of data mining algorithms. When spatial clustering algorithms are used and because clusters are not relevant by themselves, the results obtained have to be analyzed and visualized to retrieve relevant information for decision making in a certain problem domain.

If there is no systematic way to conduct this activity, decision-makers should make an extra effort to interpret the results or should be necessary to spend more resources using experts to do this task previously.

For this reason, it is interesting to design a knowledge discovery process, such as those proposed in [1], which can be used to obtain partitions of the information mass in a systematic way and then describe each partition or cluster according to the values of the attributes of the data that belong to each of them.
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III. PROPOSED SOLUTION

García-Martínez et al. (2013) proposed a knowledge discovery process for Group-Membership Rules to identify the conditions of membership to each of the classes of an unknown partition \textit{a priori}, but existing in the available information bases of the problem domain. This process makes use of Top Down Induction of Decision Tree algorithms (TDIDT) on the result of applying a clustering algorithm, e.g. Self-Organizing Maps (SOM), on transactional data to determine the conditions to belong to a group. Based on this previous work, a knowledge discovery process for description of spatially referenced clusters is proposed in this paper following the same concept.

This process, as mentioned before, serves to find spatial clusters in any of its forms (i.e., regionalization, clustering of spatial points and point pattern analysis), and find the rules that describe the characteristics of each of them, based on the data attributes selected to be used for clustering. Figure 1 shows the proposed process using Business Process Model Notation [19].

The process, as can be seen in Figure 1, takes a set of spatially referenced data as input represented in different formats such as, \textit{inter alia}, plain text, databases, tables and geographic information system maps. These data are integrated to a table comprised of the object identifier, spatial attributes (e.g. object location), and non-spatial attributes such as object properties according to the problem domain.

The integrated data are used for cluster discovery process [1]. For this purpose, it is necessary to select a type of spatial cluster among the aforementioned types: regionalization, clustering of spatial points or point patterns analysis, according to the problem domain, and choose appropriate algorithms in each case.

This paper proposes the use of any of the REDCAP algorithms for region generation, because of their benefits over other regionalization algorithms [6]. In this case, it is necessary to provide contiguity constraints between the spatial objects as algorithm input.

On the other hand, both in the case of clustering of spatially referenced objects and point pattern analyses, it is suggested to use density-based algorithms [11,14], such as DBSCAN-like algorithms [11, 15, 16], DENCLUE [20], ASCDT [9] or DBSC [10], because of the same reason mentioned above.

In each case, the input attributes depend on the selected algorithm. After the clustering algorithm execution, it is necessary to create a new table comprised of the integrated information with a new attribute in which each row registers the cluster to which the spatial object belongs.

In the last step, a Decision Tree Learning algorithm, such as C4.5 [21] or Random Forest [22-24], to name a few, is used to generate the rules that describe the characteristics of each cluster. For this purpose, it is necessary to identify the input attributes and the target attribute beforehand: input attributes will be the non-spatial data attributes, and target attribute will correspond to the attribute added in the last step, which has information about the automatically generated clusters. The parameters for the decision tree learning algorithms have to be selected depending on the particularities of the data.

As a result of the proposed knowledge discovery process, a set of rules that describes the automatically generated clusters is provided.

IV. PROOFS OF CONCEPT

This section includes two proofs of concept of the proposed process using real datasets obtained from different sources. In subsection 4.1 regionalization algorithms are used on demographic data, and in subsection 4.2 density-based clustering algorithms are applied to meteorological stations data.
A. Demographic Data Regionalization

In this proof of concept of the proposed knowledge discovery process, demographic data of 100 cities from the state of Iowa (IA) of the United States of America, updated on October 4th, 2016 and obtained from [26] were used for regionalization.

In the first step of the process, the selected data were integrated and normalized into a set of attributes, as shown in Table 1, being all of them numeric attributes.

Then, a regionalization algorithm from the REDCAP family of regionalization algorithms was selected: the First Order-SLK algorithms. This algorithm is not the REDCAP algorithm with a better behavior [6], but the simplest among them and, because of that, it was chosen to illustrate how the proposed process behaves. In this case, Delaunay triangulation was selected as contiguity criterion: two cities are contiguous if they are connected by an edge in the Delaunay triangulation of all the cities, using the Euclidean distance between them [25].

After the application of this algorithm selecting 6 as the number of desired regions to be obtained, the regions shown in Figure 2 using Voronoi diagrams [27] with each city as generator were discovered. Then, those regions were integrated in a single record with the original data.

Later, the Top Down Induction of Decision Tree algorithm C4.5 [20] was selected to generate the rules that describe the discovered regions, using Tanagra’s implementation [28] and selecting the discovered region column in the integrated data as target attribute, and the demographic attributes “Population”, “Households”, “Median_income” and “Land_area” as input attributes.

As a result, we obtained 13 rules. For each region there is one or more rules than describe it. If the region is described with more than a single rule, it means that the region contains non-similar elements. Figure 3 shows the rules of the regions described with a single rule. On the other hand, the rules of the regions described with more than a single rule are shown in Figure 4.

As shown in Figure 3, regions 1, 2 and 3 are described with a single rule. Region 1 has more than 30 households, a population greater than 107 but lower than 2394, median incomes lower than USD72500 and a land area between 6236971.5 and 21839152 square meters. Region 2 has a very simple description: if the land area of the city is greater than 21839152 square meters, the city belongs to region 2. Finally, the rule that describes region 3 has a low confidence; it means that the cities that belong to it are not very similar, only 42.86% of the cities correspond to the description. The remaining 57.14% are not similar to each other and, because of that, there is no other rule that describes it.

The regions described with many rules, such as regions 0, 4 and 5 (Figure 4), can be divided into new regions to obtain more homogeneous sub-regions. For instance, region 5 is described with 2 rules with over 60% confidence: the first rule refers to cities with a land area between 4113504 and 6236971.5 square meters, a population between 107 and 2394, a median income lower than USD72500 and over 30 households, while the second one refers to cities with less than 30 households and a land area lower than 21839152 square meters. If more regions are specified, it is possible to divide the regions described using many rules into many different and homogeneous regions. However, this depends on the heterogeneity function used in the regionalization algorithm, which in turn depends on the domain of the problem.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>City Identifier</td>
</tr>
<tr>
<td>Latitude</td>
<td>City coordinates</td>
</tr>
<tr>
<td>Longitude</td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td>The total population living within city limits, using the latest US Census 2014 Population Estimates</td>
</tr>
<tr>
<td>Households</td>
<td>The total number of households within city limits using the latest 5 year estimates from the American Community Survey.</td>
</tr>
<tr>
<td>Median_income</td>
<td>The average (median) household income for the record using the latest 5 year estimates from the American Community Survey (USD)</td>
</tr>
<tr>
<td>Land_area</td>
<td>The area of land covered by the city in sq. meters.</td>
</tr>
</tbody>
</table>

Figure 2. Regionalization of cities of the state of Iowa, USA

Figure 3. Description rules of regions described with a single rule, obtained using the proposed process.
B. Spatial Point Clustering

For this second proof of concept, data obtained from meteorological stations in Argentina on June 6, 2016 were used for this experiment [29]. The considered attributes of the mentioned data are shown in Table 2. The values were normalized.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lat</td>
<td>Meteorological Station Coordinates</td>
</tr>
<tr>
<td>Long</td>
<td></td>
</tr>
<tr>
<td>TMin</td>
<td>Minimum temperature measured on June 6, 2016</td>
</tr>
<tr>
<td>TMax</td>
<td>Maximum temperature measured on June 6, 2016</td>
</tr>
<tr>
<td>TAv</td>
<td>Average temperature measured on June 6, 2016</td>
</tr>
</tbody>
</table>

Table II. Description of the attributes of the meteorological data used in the second proof of concept.

Figure 5. (a) Argentinean meteorological stations distribution with data on June 6, 2016. (b) Meteorological stations in cluster 0 (c) Meteorological stations in cluster 1. (d) Meteorological stations in cluster 2. (e) Meteorological stations in cluster 3. (f) Meteorological stations in cluster 4.

The algorithm selected for the proof of concept was DBSCAN [15], a density-based algorithm for clustering using the implementation available in the data mining software WEKA [30], resulting in 5 spatial clusters with the distribution shown in Figure 5. Later, the clusters were integrated in a
single data file and used as input for Top Down Induction of Decision Trees (TDIDT) algorithm C4.5 [21] implemented in
the data mining software Tanagra [28], using the cluster column as target attribute and the non-spatial attributes TMin, TMax, TAv as input attributes, with the non-normalized values of each of them, resulting in a decision tree that yields the rules that can be seen in Figure 6.

```
IF TAv < 9.85
AND TMin > -0.65
AND TMax < 13.5
THEN Cluster 0

IF TAv < 9.85
AND TMin < -0.65
THEN Cluster 1

IF TAv >= 9.85
AND TMin >= 7.2
THEN Cluster 2

IF TAv < 9.85
AND TMin > -0.65
AND TMax >= 13.5
THEN Cluster 3

IF TAv >= 9.85
AND TMin < 7.2
THEN Cluster 4
```

Figure 6. Description rules of the spatial clusters obtained using the proposed process.

The description rules allow differentiating clusters with 83.19% confidence. Cluster 0 has an average temperature lower than 9.85°C, a minimum temperature higher than 0.65°C below zero and a maximum temperature lower than 13.5°C. This last value can distinguish cluster 0 from cluster 3, which has a maximum temperature higher than or equal to 13.5°C.

On the other hand, cluster 1 can be characterized by its low average temperature and minimum temperature, with values lower than 9.85°C and -0.65°C respectively, while the same values are higher than 9.85°C and 7.2°C in cluster 2.

Finally, cluster 4 has average temperatures higher than 9.85°C and minimum temperatures lower than 7.2°C.

In this case, due to the fact that all the attributes of the data have been used for the clustering and not only the spatial attribute, as in the previous proof of concept, the confidence was reduced to 83.19%, as can be seen in Figure 5, where clusters overlap spatially. However, each cluster is homogeneous enough to be described using only one rule for each of them.

V. Conclusion

A knowledge discovery process for description of spatially referenced clusters that works with any kind of clusters, i.e. regions, clusters of spatial objects and point patterns, and the description of the characteristic values of the attributes of its members using decision tree learning algorithms is proposed in this paper.

This knowledge discovery process provides a systematic way for business intelligence to obtain relevant information about automatically generated spatial clusters to be used in the decision making, in contrast to existing algorithms. Having a process that specifies the activities to conduct the analysis in a systematic way makes the clustering task more flexible for information mining engineers and decision-makers.

Two proofs of concept of the process using real data have been shown using two different kinds of spatial clusters: the first one uses an algorithm to generate regions, and the second one discovers clusters of spatial points.

In future works, the behavior of the process on data with many non-spatial attributes will be investigated, as well as the influence of choosing different spatial clustering algorithms.
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