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Recommender Systems and Social Networks: an application in
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Abstract

In the last decade Recommender Systems have be-
come useful tools helping users to find “what they need”
from considerable amount of data. One of the more
obvious applications of such systems in the Cultural
Heritage domain is to assist users when visiting cul-
tural environments (such as museums, archaeological
sites, old town centers and so on), providing a mul-
timedia guide that is able to dynamically suggest rel-
evant information available in multiple web reposito-
ries (e.g. multimedia sharing systems and on-line so-
cial networks). In this paper, we propose a novel rec-
ommendation approach that combines several aspects
of users - i.e. their preferences (usually in the shape
of items’ metadata) and interactions within a social
community modeled using hypergraphs - together with
items’ multimedia features and context information
within a general framework that can support different
applications (touristic guiding services for museums,
visiting paths recommendation for old town centers and
archeological sites, etc.). Preliminary experiments on
user satisfaction show how our approach provides very
promising and interesting results.

1 Introduction

The development and promotion of worldwide Cul-
tural Heritage using Information and Communication
Technologies (ICT) represent nowadays an important
research issue with a variety of potential applications.

In the last decade, such technologies have radically
changed the purpose of Cultural Heritage exhibitions
that is rapidly moving from an old vision, providing
a tourist with static information consisting of a large
amount of cultural signs, to novel personalized services,
matching the visitors’ personal goals and behaviors by

considering their cultural needs and preferences and
context information.

Indeed, users’ experience could be surely enhanced
if, instead of using classic “tourist” devices, they could
be embedded in a cultural environment with a number
of functionalities for representing the relevant informa-
tion derived from the available digital sources, such as
text descriptions, pictures, and videos. In this way,
tourists would be given the opportunity of enjoying
multimedia stories in real time, thus enriching their
cultural knowledge.

From the other hand, we are assisting to an explo-
sive and amazing increase of digital information, and
as a consequence, more and more huge data collections
of different nature are widely available and have con-
strained users necessarily to deal with this ocean of
information to find “what they need”. In particular,
on-line social networks (e.g. Facebook) and multimedia
sharing systems (e.g. YouTube, Flickr, Panoramio, In-
stagram, etc.), together with open digital libraries and
archives (e.g. DBpedia), constitute the main multime-
dia information sources that can be considered “useful”
for tourists when they visiting cultural environments
such as museums, archaeological sites, old town cen-
ters and so on.

As well known, Recommender Systems have been
introduced to facilitate the browsing of such collections,
thus realizing the transition in the Web from the search
to the discovery paradigm.

Generally, recommender systems help people in re-
trieving information that match their preferences by
recommending products or services from a large num-
ber of candidates, and support people in making de-
cisions in various contexts: what items to buy, which
movie to watch, which music to listen, what travels to
do, or even who they can invite to their social network,
just to make some examples [24, 25].

One of the more obvious applications of such sys-
tems in the Cultural Heritage domain is to assist users
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when visiting cultural environments, providing a mul-
timedia guide that is able to dynamically suggest rele-
vant information available in multiple web repositories.

Formally, a recommender system deals with a set
of users U = {u1 . . . , um} and a set of items O =
{o1, . . . , on}. For each pair (ui, oj), a recommender can
compute a score (or a rank) ri,j that measures the ex-
pected interest of user ui in item oj (or the expected
utility of item oj for user ui), using a knowledge base
and a ranking algorithm that generally could consider
different combinations of the following characteristics:
(i) user preferences and past behavior, (i) preferences
and behavior of the user community, (iii) items’ fea-
tures and how they can match user preferences, (iv)
user feedbacks, (v) context information (i.e. user loca-
tion, observed items, weather and environmental con-
ditions, etc.) and how recommendations can change
together with the context.

In the literature, surveys on recommender systems
usually classify the different kinds of approaches in four
main categories: content-based [22, 29, 30] (with their
extensions to deal multimedia data and their features
[19, 13, 20]) , collaborative filtering [2, 29, 23, 17] (with
their customizations to take into account social ele-
ments as user reviews and opinions [32, 28, 18, 27, 11,
21, 9]), hybrid [26] and context aware [10, 15, 16] tech-
niques. Finally, a recent category of recommenders,
named Large Scale Recommender Systems (LSRS) [31],
calls for new capabilities of such applications to deal
with very large amount of data with respect to scala-
bility and efficiency issues.

In our opinion, modern recommending applications
have to take into account in some way all the above
characteristics to provide useful and reliable recom-
mendations both for virtual and physical environments.
To this goal, the last generation of recommender sys-
tems is usually composed by one or more of the follow-
ing components [25].

A pre-filtering module that selects for each user ui

a subset Oc
i ⊂ O containing items that are good can-

didates to be recommended; such items usually match
user preferences and needs.

A ranking module that assigns w.r.t. user ui a rank
ri,j to each candidate item oj in Oc

i using the well-
known recommendation techniques (i.e., content-based,
collaborative filtering and hybrid approaches) that can
exploit in several ways items’ features and users’ pref-
erences, feedbacks (in the majority of cases in terms of
ratings) and behavior.

A post-filtering module that dynamically excluds,
for each user ui, some items from the recommendations’
list; in this way, a new set Of

i ⊆ Oc
i is obtained on the

base of user feedbacks, other contextual information

(such as data coming from the interactions between
the user and the application) and possible additional
constraints.

In this paper, we propose a novel recommendation
approach that combines several aspects of users - i.e.
their preferences (in the shape of items’ metadata) and
interactions (user to user and user to content) within
a social community modeled using hypergraphs - to-
gether with items’ multimedia features and context in-
formation within a general framework that can sup-
port different applications (touristic guiding services
for museums, visiting paths recommendation for old
town centers and archeological sites, etc.).

In other words, it is the user with his/her preferences
(in the pre-filtering stage) and actions (in the post-
filtering stage) to drive the recommendation process
towards the real useful items among those that a social
community considers the “best ones” (computed in the
ranking stage), as in a collaborative filtering approach,
where a user “learns by the others” the item utility, on
the base of an influence measure.

The paper is organized as follows. Section 2 provides
a functional overview of our system and describes the
proposed strategy for recommendation. Section 3 illus-
trates a system customization for a tourist multimedia
guide, reporting some implementation details. Section
4 reports preliminary experimental results, and pro-
vides a comparison with other recommendation tech-
niques. Finally, Section 5 gives some concluding re-
marks and discusses future work.

2 The framework

2.1 System Overview

Figure 1 describes at a glance an overview of the
proposed system.

Multimedia data to be recommended are retrieved
by a Wrapper component that is composed by
several modules. The Crawler is responsible of:
(i) periodically accessing to the items’ repositories
(e.g., Instagram, Flickr, Panoramio, Google Images,
YouTube,Facebook, DBpedia etc.), (ii) extracting for
each item all the features (e.g., metadata, multimedia
descriptions, etc.) and other information (e.g. user
preferences, comments, time-stamped items’ observa-
tions and all the different interactions between users
and objects). A part of such information will be then
exploited by the Hypergraph Learning module to build
the hypergraph modeling the entire Multimedia Social
Network (MSN)[6]. After the wrapping phase, all the
information are stored in the Knowledge Base of the
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system. In particular, it is composed by: (i) the Mul-
timedia Social Network Hypergraph, (ii) the Items DB
containing items with all the related features, (iii) User
Profiles containing user preferences, (iv) Contextual
Data containing some additional context information
(e.g. user location, weather conditions, etc.).

Multimedia items are then grouped by the related
cultural Points Of Interest (POIs): e.g. paintings of
museum rooms, buildings in ancient ruins or in an old
town center, etc.

The Recommender Engine provides a set of recom-
mendation facilities for multi-dimensional and interac-
tive browsing of items. Exploiting user preferences,
the Prefiltering module selects a set of candidate items
for recommendation; successively, the Objects Rank-
ing module assigns a ranking of such candidates ex-
ploiting some ranking functions defined on the MSN.
Finally, the Postfiltering module dynamically selects
on the base of some constraints (e.g. the item that a
user is currently watching and context information) a
subset of candidates.

Crawler

Hypergraph
Learning

Multimedia Social
Network Hypergraph

User Profiles

Items DB Contextual 
Data

WRAPPING
MODULES

DATA
SOURCES

KNOWLEDGE BASE

RECOMMENDER ENGINE

Prefiltering Object Ranking Postfiltering

Figure 1. System Overview.

2.2 Recommendation Process

2.2.1 Pre-filtering Stage using user prefer-
ences

In the pre-filtering stage, our aim is to select for a
given user uh a subset Oc

h ⊂ O containing items that
are good “candidates” to be recommended.

Each item subjected to recommendation may be rep-
resented in different and heterogeneous feature spaces.
For instance, a picture may be described by a set of

metadata as title, description, tags, by the position in
which was token and so on. Each of these sets of fea-
tures contributes to the characterization of the items
to different extents.

The first step consists in clustering together “sim-
ilar” items, where the similarity should consider all
(or subsets of) the different spaces of features. To
this purpose, we employ high-order star-structured co-
clustering techniques - that some of the authors have
adopted in previous work [14, 7, 8] - to address the
problem of heterogeneous data pre-filtering.

Let O = {o1, . . . , on} be the set of items and F =
{F 1, . . . , F l} a set of l feature spaces. In our recom-
mendation problem, a user uh is represented as a set
of vectors in the same l feature spaces describing the
items. To provide a first candidate list of items to be
recommended, we measure the cosine distance of the
user vectors associated to the k-th space, with the cen-
troids of each item clusters in the k-th space. For each
space, the most similar item cluster is chosen leading
to l clusters {Xc

1 , . . . , X
c
l } of candidate items.

Then, two different strategies can be adopted to pro-
vide the pre-filtered list of candidate items Oc

h: (i) set-
union strategy - the items belonging to the union of all
clusters are retained, i.e., Oc

h =
⋃

k X
c
k; (ii) threshold

strategy - the items that appears in at least ths clusters
(ths ∈ {1 . . . l}) are retained.

2.2.2 Ranking Stage via hypergraph modeling

The main goal of this stage is to automatically rank
the set of items O embedding in a collaborative learning
context: the MSN deriving by the integration of the
different multimedia data sources. In particular, we
use a novel technique that the authors have proposed
in a previous work [6]. In our vision, a MSN is basically
composed by three different kinds of entities (nodes):

• Users - the set of persons and organizations consti-
tuting the particular social community: several in-
formation concerning their profile, interests, pref-
erences, etc. can eventually be considered and ex-
ploited by our model;

• Multimedia Objects - the set of multimedia re-
sources (i.e. images, video, audio, posts, docu-
ments, etc.) that can be shared within a MSN
community: high level (metadata) and low level
information (features) can be properly used in our
model;

• Annotation Assets - each set of symbols (e.g., key-
word, tag, label, etc.) exploited by users to anno-
tate multimedia resources within a MSN; we ex-
plicitly note that it is possible to relate a given as-
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set with a specific concept (as an example a topic,
a named entity, etc. which definition can be found
into dictionaries, ontologies and so on), thus for-
mally providing the related semantics.

Several types of relationships can be established
among the described entities: a user can annotate an
object with a particular tag, two friends can comment
the same object, a user can tag another user in a photo,
a user can share an object within a group, etc. In
particular, we distinguish between user to user rela-
tionships, describing user actions towards other users,
and user to multimedia relationships, describing user
actions on objects, eventually involving some annota-
tion assets. In addition, similarity relationships can be
added between two objects (using multimedia features)
or between two assets (by taxonomic distances).

Due to the variety and complexity of these relation-
ships, we leverage the hypergraph formalism to model
a MSN (all the details are provided in [6]). Then,
we introduce some functions can be profitably used to
“rank” users or multimedia objects in a MSN.

In our model the concept of rank of a given node is
related to the concept of influence, and in our vision
it can be measured by the number of user nodes that
are “reachable” within a certain number of steps using
any hyperpath, with respect to a social community of
users, and eventually to a given topic of interest.

The final goal is to compute the ranking of the mul-
timedia items in Oc

h, using as measure the social influ-
ence of each object withih the users’ community.

2.2.3 Post-Filtering Stage by context informa-
tion

In this stage, we have introduced a post-filtering
method for generating the final set of “real” candidates
for recommendation using context information.

The context is represented by means of the well-
known key-value model [1] using as dimensions some
of the different feature spaces related to items. In our
system, context features can be expressed either di-
rectly using some target items (e.g. objects that have
positively captured user attention) or specifying the
related values in the shape of constraints that recom-
mended items have to satisfy.

Assume that a user uh is currently interested in a
target item oj . We can define the set of candidate
recommendations as follows:

Of
h,j =

M⋃
k=1

{oi ∈ Oc
h | akij > 0} ∪ {oi ∈ NNQ(oj , O

c
h)}

(1)

The set of candidates includes the items that have
been accessed by at least one user within k steps from
oj , with k between 1 and M , and the items that are
most similar to oj according to the results of a Nearest
Neighbor Query (NNQ(oj , O

c
h)) functionality. Note

that a positive element akij of Ak indicates that oi was
accessed exactly k steps after oj at least once. The
ranked list of recommendations is then generated by
ranking the items in Of

h,j , for each item oj selected
as interesting by user uh, using the ranking vector Rh

thus obtaining the final set Of
h.

Finally, for each user all the items that do not re-
spect possible context connstraints are removed from
the final list.

3 A Case Study

We have opportunely customized our system in or-
der to provide touristic multimedia guiding services for
users that are interested in visiting the old town center
of Naples, Italy. On the base of user preferences and
actual position, a set of POIs are shown on a proper
map to tourists correlated with a multimedia descrip-
tion.

For instance, when a user is approaching a partic-
ular cultural POI (e.g. Piazza del Gesu’ Nuovo), the
related multimedia description and the set of candidate
objects (i.e. images and texts related to the near POIs)
are delivered on the user’s mobile device (pre-filtering
stage).

The list of proposed objects depends on the user’s
preferences (e.g. the majority of items will be images if
a user prefers to see such kinds of data and will reveal
effective user needs), is initially ordered according to
effective user location (i.e. the closest items will appear
at the top of list) and contains data grouped by the
related cultural POI. Successively, after the user has
selected one or more objects (for example the item he is
currently watching), the recommendation services first
perform a ranking (ranking stage) of all the candidate
objects according to their recommendation grades and
then filters the recommendation list considering only
the most similar items to target objects (post-filtering
stage).

When a user is near to a different POI, he/she can
decide to modify the list of target objects (e.g. remov-
ing those related to the previous visited POI or adding
new objects) and consequently recommendations will
be automatically updated, thus including new items.

The design choices are briefly reported in the follow-
ing.

• We consider as data source Flickr, Instagram,
Panoramio, DBPedia and other domain digital
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libraries, collecting about 500,000 items (images
and texts related to historical buildings, churches,
famous square and other attractions) and about
5,000 user profiles.

• As items’ metadata, we consider for each multime-
dia item information related to title, description,
type, kind, language, tags, keyword, comments, rat-
ings (and for pictures the geographic position in
which were taken). In addition, images are also de-
scribed by a set of low-level features (i.e. SURF).

• For each item, available users’ preferences, com-
ments, feedbacks and other actions have been cap-
tured, also exploiting correlated public informa-
tion from Social Networks (i.e. Facebook).

For what implementation details concern, the Wrap-
ping modules leverage proper API and JAVA libraries
to collect the different information of interest.

The Knowledge Base, realized using different tech-
nologies, allows to manage all the different kind of in-
formation: Contextual Data instances (messages con-
taining information about users’ position) are man-
aged by the Cassandra DBMS, Items’ descriptions are
stored in the Turtle format and managed by the Alle-
groGraph repository (semantics of data can be specified
by linking values of some attributes to some available
ontological schema), User Profiles and the MSN hy-
pergraph are respectively managed by MongoDB and
Neo4j DBMSs.

On the other hand, the Recommender Engine ex-
ploits proper JAVA libraries (some developed for
the system presented in [5] and integrated with co-
clustering libraries [7] and the rank refining proce-
dure1) to accomplish its tasks.

Finally, a user can interact with our system using
at the moment an Android Multimedia Guide App ex-
ploiting Google Map API.

4 Experimental Results

Recommender Systems are very complex applica-
tions that are based on a combination of several mod-
els, algorithms and heuristics. This complexity makes
evaluation efforts very difficult and thus results are
hardly generalizable, as reported in the literature [3].
Moreover, characterizing and evaluating the quality of
a user’s experience and subjective attitude toward the
acceptance of recommender technology is an important
issue which we will consider in the following.

1we use LIRE for the content-based image retrieval

The majority of research efforts on recommender
system evaluation have mainly focused on prediction
accuracy and stability (e.g., [3]).

More recently, researchers began examining issues
related to users subjective opinions and developing ad-
ditional criteria to evaluate recommender systems. In
particular, they suggest that user satisfaction does not
always (or, at least, not only) correlate with the overall
recommenders accuracy.

Starting from these considerations and based on cur-
rent trends in the literature, we decided to perform a
user-centric evaluation based on user satisfaction with
respect to assigned activities, evaluating how our rec-
ommendations can effectively support browsing tasks
of different complexity when the complexity of desired
itesm increases.

As in our previous work [4, 5, 7, 8], we evaluate the
impact of the proposed system on users engaged in sev-
eral search tasks of multimedia items and compared its
performances with the well-known Panoramio system2

that, in turn, provides basic search mechanisms.

In particular, our goal was to establish how helpful
our system is in assisting the search of specific multi-
media objects (images) and guiding the users towards
information which satisfy their interests. The dataset
used in these experiments is a subset of about 10,000
items related to specific POIs.

In order to evaluate the impact of the system on the
users, we have conducted the following experiments.
The system was make available to a set of 50 users.
These users were all interested in the cultural heritage
domain, they already had experience in the use of PCs
and electronic devices, even if they were not experts in
ICT. We asked these users to browse the collection of
items and complete several search tasks (20 tasks per
user) of different complexity (five tasks for each com-
plexity level), using Panoramio facilities. After this
test, we asked them to browse the same collection with
the assistance of our recommender system and com-
plete other 20 tasks of similar complexity. We have
subdivided browsing tasks in the following four broad
categories:

1. Low Complexity search tasks (T1): e.g. find at
least 30 images related to 3 different POIs depict-
ing ancient churches;

2. Medium Complexity search tasks (T2): e.g.
find at least 50 images related to 5 different POIs
depicting ancient churches, historical building and
famous squares (10 objects for each subject);

2http://www.panoramio.com/
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Table 1. Comparison between our system and
Panoramio in terms of ta and nc average val-
ues

Task Class System ta(sec) nc

Low Complexity Recommender 155 38
Low Complexity Panoramio 164 42
Medium Compl. Recommender 335 84
Medium Compl. Panoramio 402 104
High Complexity Recommender 1156 298
High Complexity Panoramio 1302 334
Very High Compl. Recommender 1645 351
Very High Compl. Panoramio 1832 410

3. High Complexity search tasks (T2): e.g. find
at least 100 images related to 10 different POIs
(near to the actual user position) depicting ancient
churches, historical building and famous squares
(10 objects for each subject);

4. Very High Complexity search tasks (T2): e.g.
find at least 150 images objects related to 10 dif-
ferent POIs (near to the actual user position) de-
picting ancient churches, historical building and
famous squares (15 objects for each subject).

Note that the complexity of a task depends on sev-
eral factors: the number of items to explore, the type
of desired features and the number of additional con-
straints. Two strategies were used to evaluate the re-
sults of this experiment: (i) empirical measurements of
access complexity in terms of mouse clicks and time;
(ii) TLX (NASA Task Load Index factor).

With respect to the first strategy, we measured the
following parameters: (i) access time (ta) – the average
time spent by the users to request and access all the
images for a given class of tasks; (ii) number of clicks
(nc) – the average number of clicks necessary to collect
all the requested images for a given class of tasks.

Table 1 reports the average values of ta and nc for
both Panoramio and our system (Recommender), for
each of the four task complexity levels defined. Es-
pecially for the most complex tasks, our system shows
better performances than Panormaio, especially for the
more complex tasks.

We then asked the same group of users to express
their opinion about the capability of Panoramio and
our system respectively to provide an effective user ex-
perience in completing the assigned search tasks, based
on the TLX evaluation protocol [12].

Specifically, TLX is a multi-dimensional rating pro-
cedure that provides an overall workload score based on

Table 2. Comparison between our system and
Panoramio in terms of TLX factors for each
category of users
TLX factor Recommender Panoramio

Mental demand 39 41
Physical demand 36.3 48
Temporal demand 39 50

Effort 35 50.5
Perfomances 69.7 79.8
Frustation 33.2 44.1

a weighted average of ratings on six sub-scales: men-
tal demand, physical demand, temporal demand, own
performance, effort and frustration. Lower TLX scores
are better and the average scores are then reported in
Table 2.

Our system outperforms in a significative way
Panormaio in every sub-scale except for mental demand
and performance: this happens because sometimes an
expert user considers the automatic suggestions not
useful, just because they know what they are looking
for.

In summary, our system provides a better (less frus-
trating) user experience during the search tasks. In
addition, the fact that search tasks can be completed
faster using our system is an indication that recom-
mendations are effective, as they allow a user to ex-
plore interesting and related items one after another,
without the interference of undesired items that would
otherwise slow down the process.

5 Conclusions and Future Work

In this paper a novel multimedia and scoial rec-
ommendation approach for Cultural Heritage appli-
cations. It combines several aspects of users - i.e.
their preferences (usually in the shape of items’ meta-
data) and interactions within a social community mod-
eled using hypergraphs - together with items’ multi-
media features and context information within a gen-
eral framework that can support different applications
(touristic guiding services for museums, visiting paths
recommendation for old town centers and archeological
sites, etc.).

Preliminary experiments on user satisfaction
demonstrated how our approach achieve very promis-
ing and interesting results. Future works will be
devoted to extend the experimental evaluation to
a larger multimedia data set, also considering the
performance, evaluated in terms of accuracy, precision
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and recall, of the performed recommendations. More-
over, we plan to apply our approach to other kinds
of data gathered from heterogeneous collections and
compare our approach with other ones proposed in the
literature.
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Abstract—Graphs long have been valued as a pictorial way of 

representing relationships between entities. Contemporary 

applications use graphs to model social networks, protein 

interactions, chemical structures, and a variety of other systems. 

In many cases, it is useful to detect patterns within graphs. For 

example, one could be interested in identifying frequently 

occurring subgraphs, which is known as the frequent subgraph 

mining problem. A complete solution to this problem can result in 

numerous subgraphs and can be time-consuming to compute. An 

approximate solution is faster, but is subject to static heuristics 

that are beyond the control of the user. Herein we present 

VisCFSM, a visual, constraint-based, frequent subgraph mining 

system which allows the user to dynamically specify a variety of 

constraints on the subgraphs to be found while the mining 

algorithm is running. The constraint specification interactions are 

performed through a visual user interface, thereby facilitating a 

form of visual algorithm steering. This approach can be integrated 

with any frequent subgraph mining algorithm. Most importantly, 

this approach has the potential for the user to better, and more 

quickly, find the information that is of most interest to him/her in 

a graph.  

Keywords-graph; data mining; visual algorithm steering 

I.  INTRODUCTION 

Graphs long have been valued as a pictorial way of 
representing complex relationships between entities. 
Commercial, research, and government organizations use graphs 
to model social networks, protein interactions, chemical 
structures, and a variety of other systems. A common application 
of graph data mining is to identify the most recurrent 
relationships or patterns amongst the data in a graph, which 
typically requires finding frequently occurring subgraphs.  

For some applications, the input will be a collection of 
relatively small graphs, and the search for frequent subgraphs is 
performed over each individual graph in the collection before 
those results are combined. This is known as a graph-
transaction setting. In contrast, the input may be a single graph; 
this is referred to as a single graph setting. Our work refers to 
the latter environment. We also restrict our work to static 
graphs, and do not address dynamic graphs or streaming graphs, 
which are discussed in [1]. 

Formally, we define the Frequent Subgraph Mining (FSM) 
problem as in the paper by Abedijaberi [2] using Definitions 1-
4 given below. 

Definition 1. A labelled graph G = (V, E, LV, LE) consists of 
a set of vertices V, a set of undirected or directed edges E, and 
two labeling functions LV and LE that association labels with 
vertices and edges, respectively. 

It should be noted that the labels of any two vertices (or any two 
edges) may not be unique. However, each vertex (and each edge) 
will have a unique id. 

Definition 2. A graph S = (VS, ES, LVS, LES) is a subgraph of 

G = (V, E, LV, LE) iff VS V, ES E, LVS(v) = LV(v) and LES(e) 
= LE(e) for all v ϵ VS and e ϵ ES. 

Definition 3. A subgraph isomorphism of S to G is a one-to-
one function f: VS → V where LVS(v) = LV(f(v)) for all vertices in 
v ϵ VS, and for all edges (u,v) ϵ ES, ((f(u),f(v)) ϵ E and LES(u,v) = 
LE((f(u), f(v)). 

Definition 4.  Let IS be the set of isomorphisms of a subgraph 
S in graph G. Given a minimum support threshold τ, the frequent 
subgraph mining problem (FSM) is to find all subgraphs S in G 
such that |IS| ≥ τ.  

The advantage of limiting frequent subgraphs to only those with 
disjoint edges is computational tractability [3]. But this comes at 
the expense of disregarding potentially useful information. 
Hence, in our work we allow isomorphic subgraphs to share 
edges. 

FSM algorithms that find complete solutions may, 
depending upon the specified threshold value and the size of the 
graph, result in numerous subgraphs and take a considerable 
amount of time to compute. Algorithms that find approximate 
solutions are faster, but apply static heuristics that are beyond 
the control of the user (unless s/he modifies the software).  

Herein we present VisCFSM, a visual, constraint-based, 
frequent subgraph mining system which allows the user to 
dynamically specify a variety of constraints on the subgraph 
mining algorithm while it is running. The constraint 
specification interactions are performed through a visual user 
interface, thereby facilitating a form of visual algorithm steering. 
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The prototype implementation uses the FSG [4] frequent 
subgraph algorithm; however, the approach we employ can be 
integrated with any FSM algorithm. Most importantly, this 
approach has the potential for the user to better, and more 
quickly, find the information that is of most interest to him/her 
in a graph. 

The organization of this paper is as follows. Section II 
provides a brief overview of related work in graph data mining. 
Motivation for the need for dynamic, visual steering of FSM 
using constraints is presented in Section III. In Section IV, we 
discuss the VisCFSM infrastructure in terms of the FSM, the 
constraint satisfaction system, and the graphical user interface. 
An example of running VisCFSM is presented in Section V. 
Finally, we discuss our plans for future work in Section VI and 
conclusions in Section VII. 

II. RELATED WORK 

A. Graph Data Mining Algorithms 

Graph Data Mining (GDM) algorithms are divided into three 
main categories: Graph Theory Based, Inductive Logic 
Programming, and Greedy Search [5]. Our work focuses on the 
Graph Theory Based category, which consists of two main 
groups: Apriori-based and pattern growth-based approaches. 
Algorithms in the first group generate candidate subgraphs by 
joining two frequent subgraphs of the same size to generate 
larger subgraphs. Pattern growth algorithms generate candidates 
by adding a new edge to each smaller frequent subgraph.  

FSM algorithms typically face two computational 
challenges: (i) candidate subgraph generation, and (ii) 
identification of candidate subgraphs that meet the minimum 
support threshold. In the worst case, all subgraphs in the graph 
must be examined, which is exponential in complexity, and 
subgraph isomorphisms must be computed, which is an NP-
complete problem. FSM algorithms may attempt to improve 
runtime performance by reducing the size of the search space, 
avoiding duplicate comparisons, and/or minimizing the amount 
of memory required for compiling intermediate results. Another 
solution to reduce the runtime is to provide an approximate, 
rather than a complete, solution to the FSM problem. 

B. Heuristics for Approximate Solutions 

Heuristic FSM algorithms such as SUBDUE [6], GREW [7] 
and GRAMI [8] discover only a subset of all frequent subgraphs 
of a graph. These algorithms do not return any infrequent 
patterns (i.e., the results do not have false positives), but may 
miss some frequent ones (i.e., the results effectively may have 
false negatives). The type of heuristics that are employed are 
quite diverse, and also vary considerably in their degree of 
complexity. Some examples are listed below: 

 SUBDUE [6] starts with frequent subgraphs consisting 
of a single vertex, and then expands those in a breadth-
first manner by adding a new edge. The order of 
processing is known as a “beam search”, and only a 
predetermined number of paths (i.e., the beam width) 
are kept as candidates at each iteration. Hence some 
valid frequent subgraphs will be missed. 

 Like SUBDUE, GREW [7] employs a beam search to 
prune large portions of the search space. It also 
iteratively joins frequently occurring pairs of nodes into 
a single supernode, and determines disjoint embeddings 
of connected subgraphs using a maximal independent 
set algorithm. GREW employs an additional heuristic 
that deliberately underestimates the frequency of each 
discovered subgraph in an attempt to reduce the search 
space. While experiments showed that GREW 
significantly outperformed SUBDUE with respect to 
runtime, those experiments showed that this came at the 
expense of finding fewer frequent subgraphs. 

 Pattern growth algorithms generate candidate subgraphs 
by adding a new edge to smaller frequent subgraphs. 
GRAMI [8] only adds frequently occurring edges to 
smaller frequent subgraphs when generating candidate 
subgraphs. This will miss finding some valid frequent 
subgraphs, but reduces the total number of iterations 
over edges that must be considered. 

 AGRAMI [8] is an extension of GRAMI that employs 
additional heuristics in an effort to scale to larger graphs. 
For example, it enforces a timeout when testing whether 
a subgraph occurs at least as many times as the 
minimum support threshold; if the solution cannot be 
computed within a particular amount of time, that 
subgraph is assumed to be infrequent. 

In the same paper that presents GRAMI and AGRAMI [8], 
the authors briefly discuss CGRAMI, a version of GRAMI that 
seeks to find more general patterns in graphs than just frequent 
subgraphs. This work is noteworthy to mention herein because 
it claims to support the following user-defined constraints: 

 Number of vertices (or edges) in a pattern cannot exceed 
a specified value 

 Vertex degree in a pattern cannot exceed a certain value 

 A pattern must include/exclude only vertices with 
certain labels 

 A pattern must include only certain edges 

 A pattern cannot include certain edges 

 A pattern cannot include a specified subgraph 

 A specified vertex label cannot appear more than N 
times in a pattern 

To specify desired constraints in CGRAMI, the user must 
comment out certain lines of code (and uncomment other lines) 
for the constraints, set the values for parameters, and then 
recompile the program. The program has a command-line 
interface; there is no graphical user interface.   

As stated previously, what all heuristic FSM (and constraint-
based GDM) algorithms have in common is the inability for the 
user to dynamically customize the heuristics, or any form of 
constraints, while the algorithm is running. This is the novel 
contribution of the work presented herein. 
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III. MOTIVATION 

In part, motivation for this work came from a graduate course 
on Advanced Data Mining taught by author Leopold in 2015 at 
Missouri University of Science and Technology. That year the 
focus of the course was graph data mining. Students read several 
research papers on GDM algorithms and applications. Some of 
the students in the class implemented a few of the algorithms in 
Python, but were frustrated that they had to wait a considerable 
amount of time for the computation on some relatively small 
graphs (e.g., a graph of 50 vertices with average vertex degree 
3.5 took over 8 hours to compute all frequent subgraphs of 
minimum support 2).  When they had their programs output 
intermediate results as the subgraphs were being found, 
sometimes the students would terminate the program, and restart 
it with a different threshold value to further discriminate the 
result set and make the program finish more quickly. 

At the end of the course, the students were asked what kinds 
of constraints they would have found useful to “steer” a FSM 
algorithm dynamically, even if it meant that the resulting set of 
subgraphs would not be complete. Here we use the term steering 
as discussed in [9]: the ability to have a continuous visualization 
of the (output) data as a program executes, coupled with the 
ability for the programmer to interactively modify any aspect of 
the program and see the effects without restarting the 
computation. 

With a social network (specifically, a terrorist network) as an 
application domain, the students identified the constraints and 
use case examples listed below. In this social network, it is 
assumed that a vertex in the graph is labelled with a person’s 
name, which are not necessarily unique. Additional information 
about a person and his/her relationship to other people may be 
represented in the graph as vertex or edge data. 

 Include/exclude subgraphs containing a certain set 
of vertices. Ex.: Suppose that we’re using a social media 
network to identify terrorist threats. The number of 
frequent subgraph results may be quite high at first due 
to very small terrorist groups. So we then want to narrow 
our search, and only continue to look for subgraphs that 
include a specific group of people that we know conduct 
terrorist activities. 

 Include/exclude only frequent subgraphs that 
appear more/less than subgraph (or vertex) X does. 
Ex.: We see a specific name in the preliminary results of 
our search that we already know is a leader and a threat. 
But his name isn’t the only one we see, and we want to 
know who in the group is more important, of high rank, 
or higher rank than this person. So we then narrow our 
search to find subgraphs that appear more often than 
those containing this person. Or maybe we are looking 
for someone we can capture and get information from, 
in which case we look for someone important who 
appears less often. 

 Include/exclude only frequent subgraphs that are 
disconnected/connected to subgraph (or vertex) X. 
Ex.: We begin a search on terrorist cells. However, 
based on seeing a particular group appearing frequently 
in the results, we want to narrow our search to those 

connected to that group. Similarly, if we are trying to 
identify new terrorist cells or rival cells, we may want to 
look only at those groups that are disconnected from a 
certain group. 

 Include/exclude only frequent subgraphs where the 
average vertex degree is greater than some number. 
Ex.: We’re looking for potential terrorist cells, and not 
interested in groups with only a couple of connections; 
such groups are unlikely to be funded or be a real threat. 
We may not see this until after we have seen the initial 
(small-sized) frequent subgraphs. 

 Include/exclude subgraphs containing a certain 
number of edges. We may not be interested in seeing 
small terrorist groups, but rather want to see a certain 
amount of interconnectivity; these might prove to be the 
more dangerous terrorist groups. 

 Change minimum support. Ex.: We may start our 
search very wide open, but, after seeing some 
preliminary results that are too numerous and/or contain 
trivial information (e.g., everyone is a potential 
terrorist), decide that we want to raise the threshold. 

It should be noted that these constraints are not intended to be 
mutually exclusive, but rather conjunctive; we should be able to 
specify any combination of constraints. 

In the next section, we discuss the VisCFSM infrastructure 
in terms of the FSM, the constraint satisfaction system, and the 
graphical user interface. The system was designed to address 
many of the above listed constraints. 

IV. VISCFSM 

The infrastructure of VisCFSM consists of a front end and a 
back end. The front end is comprised of the graphical user 
interface which displays the frequent subgraphs as they are 
computed, and allows the user to visually steer the FSM by 
specifying constraints on frequent subgraph selection as the 
algorithm is progressing. The back end consists of the FSM and 
the constraint satisfaction system. In this section we briefly 
discuss each part of the infrastructure. 

A. The FSM 

As mentioned in Section II, we have chosen to focus on the 
Graph Theory Based category of graph data mining algorithms, 
which consists of Apriori-based and pattern growth-based 
approaches. For the prototype implementation of VisCFSM we 
chose a pattern growth algorithm, FSG [4]. The algorithm starts 
by finding all frequent subgraphs consisting of one edge. It then 
makes repeated iterations, generating candidates by adding a 
new edge to each of the largest frequent subgraphs found so far. 
This particular algorithm was selected primarily for its 
simplicity; it is certainly not one of the most efficient FSM 
algorithms that exists, but we believed that the logic upon which 
it is based could easily be understood by most users. The choice 
of FSM algorithms to be used in VisCFSM is not important; the 
constraint satisfaction system and visualization control system 
that we employ actually can be integrated with any FSM 
algorithm. 
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B. The Constraint Satisfaction System 

Inspired by the use cases presented in Section III, several 
structural and semantic constraints have been implemented for 
VisCFSM. These are listed below: 

 Include/exclude frequent subgraphs that contain certain 
vertices or edges 

 Include/exclude frequent subgraphs that include a 
particular subgraph 

 Include subgraphs that are connected/disconnected to a 
particular vertex or edge 

 Include only frequent subgraphs that have at least one 
vertex that has degree greater than a specified number 

 Include only frequent subgraphs where the average 
vertex degree greater than  a specified number 

 Include/exclude frequent subgraphs containing a certain 
number of edges 

 Exclude frequent subgraphs where a certain vertex label 
appears greater than a specified number of times 

 Change minimum support 

The user interface allows the user to specify the constraints 
that should be applied to the set of frequent subgraphs found so 
far, and whether to continue applying these constraints in the 
next iteration of the algorithm in an effort to find new frequent 
subgraphs (e.g., in the case of the FSG algorithm, the next 
iteration adds an edge to each of the largest-sized frequent 
subgraphs found so far in order to form new candidate frequent 
subgraphs). 

C. The Graphical User Interface 

The VisCFSM FSM and constraint satisfaction system were 
implemented in SWI-Prolog. The choice of a logic 
programming language seemed most suitable for modeling a 
constraint satisfaction problem. However, SWI-Prolog has no 
graphical capabilities. Hence, the VisCFSM graphic user 
interface was developed in Python. 

The graphic user interface (GUI) consists of the following 
controls: (i) a file chooser to allow the user to select a Prolog 
file that contains the specification of a graph, (ii) a text input 
field to specify the name of the graph (i.e., a Prolog file may 
contain multiple graph specifications, each defined as a 
relation), (iii) a text input field to specify the minimum support 
threshold for considering a subgraph to be frequent, (iv) a 
constraint editor, (v) a control button to start the FSG by finding 
the smallest-sized FSGs, and (vi) a control button to add an edge 
to each of the largest FSGs found thus far. A graph specification 
consists of a Prolog list containing the list of vertices (in the 
format [ID, label]) and a list of edges, where each edge is 
represented as a list of two vertices.  Fig. 1 shows the GUI after 
an undirected graph named sampleGraph has been loaded from 
a Prolog file named graph.pl. In this figure, no frequent 
subgraphs have been found yet. 

The constraint editor allows the user to set up rules to filter 
the frequent subgraphs that will be reported. Examples of the 
constraint editor are shown in Fig. 2 and Fig. 3. Constraints are 
represented in Disjunctive Normal Form (DNF); that is, as a 
series of AND clauses OR’d together. The editor includes a 
drop-down menu of the possible constraints, a text input field 
for specifying the arguments to a constraint, and a display of the 
DNF clauses that have been specified so far.  Help text is also 
provided to guide the user in specifying the arguments 
correctly. 

Figure 1. VisCFSM GUI after a sample graph has been loaded 
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Figure 2. Constraint editor showing one clause 

 

 

Figure 3. Constraint editor showing two clauses 

 
The main display area in the GUI initially shows the graph 

that the user has specified from the selected Prolog file. Once 
the FSG algorithm is invoked, that area of the GUI is used to 
display the frequent subgraphs found in the most recent 
iteration of the algorithm. Recall that FSG starts by finding all 
frequent single-edge subgraphs, then makes repeated iterations, 

adding a new edge to each of the largest frequent subgraphs 
found so far. In future refinements of the GUI, the user will be 
given the ability to scroll back to previously displayed sets of 
(smaller-sized) frequent subgraphs, and also will be given the 
option to undo/redo the application of constraints and edge 
additions.  With the current implementation, at any time, the 
user may restart the FSG generation algorithm from the 
beginning by clicking on the Start FSG button. 

V. AN EXAMPLE IN VISCFSM 

To demonstrate the concepts behind VisCFSM, here we 
walk through two simple examples. We start by assuming that 
we have reached the state shown in Fig. 1, having specifying the 
file graph.pl and selecting sampleGraph as the desired graph.  
Clicking on the DRAW! button renders the graph without 
finding any frequent subgraphs. 

For this particular graph, a minimum support threshold of 2 
provides interesting results.  Fig. 4 shows all frequent subgraphs 
with a minimum support of 2.  These are listed individually with 
their unique vertex IDs rather than, for example, simply 
reporting that a subgraph with edge (blue, red) occurs at least 2 
times; there is, however, an option in the GUI to report the 
results only by unique label combinations in the subgraphs.  

Suppose that we want only subgraphs that contain a specific 
vertex, say those with the ID 0. The user would first click on the 
Condition Editor button, which will open the condition editor 
window.  In the condition editor, the user would then select 
“Contains Vertex” from the dropdown menu, and specify the ID 
of the vertex to include; see Fig. 2.  Finally, the user would click 
on the Add Condition button. The constraint editor can be 
closed by clicking on Done or closing the window.  

Upon completing those steps, if the user now clicks the Start 
FSG button, the FSG algorithm will be restarted with the 
specified constraint applied; these results are shown in Fig. 5.  At 
this point, the user may increment the size of these subgraphs 
(by clicking on the Add Edge button), or go back to the 
constraint editor, add additional constraints to the current AND 
clause, and recompute the set of frequent single-edge subgraphs.  

To add an alternative set of constraints (i.e., add another 
clause that will be OR’d in the DNF representation), the user can 
open the constraint editor and click on the Add Clause button.  
A new clause column will be displayed, and the user now can 
add constraints to either of the clauses. Fig. 3 shows the addition  

 

  

Figure 4. Subgraphs from the graph shown in Fig. 1 that occur with minimum support 2 
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Figure 5. Results of applying the constraint specified in Fig. 2 when 
finding single-edge frequent subgraphs for the graph shown in Fig. 1 

of another constraint in our example; namely we also want 
frequent subgraphs that exclude the vertex with ID 3. The 
resulting set of frequent single-edge subgraphs (obtained by 
clicking the Start FSG button) is shown in Fig. 6.  The result set 
now includes single-edge subgraphs that occur at least 2 times, 
and include vertices with ID 0 or exclude vertices with ID 3.  

 

Figure 6. Results of applying the constraints specified in Fig. 3 when finding 
single-edge frequent subgraphs for the graph shown in Fig. 1 

VI. FUTURE WORK 

Future work on VisCFSM will be focused on three areas. 
First, we intend to perform informal studies of the usefulness and 
usability of the system when author Leopold again teaches the 
graduate course on Advanced Data Mining at Missouri 
University of Science and Technology in 2017. This should 
yield ideas for improving existing features in the user interface 
and adding new constraints.  

Secondly, we plan to explore the incorporation of 
specifications of constraints by natural language and/or 
gestures/drawing in the user interface. The use of multimodal 
user interfaces for spatially-oriented applications have been of 
interest for years, particularly for GIS applications; see the 
discussion in [10], for example. Such interfaces have become a 
particularly active research topic in the past few years with the 
prevalence of mobile GIS applications (e.g., [11], [12]). Many 
of the same concepts for querying general spatial settings (e.g., 
objects such as buildings, connections between objects such as 
roads, directionality, etc.) should also be applicable to specifying 
patterns in a graph. 

The third focus for future work will be improving the 
runtime efficiency of VisCFSM. Most algorithms used for graph 
data mining are designed for implementations in procedural 
languages.  It is possible that some of our FSM operations 
(written in Prolog) could be sped up by expressing the steps of 
those algorithms (e.g., testing for graph isomorphism) in a more 
logical form rather than mimicking procedural solutions.   

Additionally, many parts of the algorithm are embarrassingly 
parallel in nature; operations that are performed on every 
subgraph in the list of frequent subgraphs are independent from 
those being applied to other subgraphs, and as such can be done 
in a parallel manner. SWI-Prolog offers the concurrent/3 and 
concurrent_maplist/N predicates that automatically distribute 
the execution of goals across multiple threads. As threading 
introduces significant overhead to the process, determining the 
appropriate size of problems to apply concurrent operations will  
require empirical experimentation so as to not degrade the 
performance of the system. 

Another option for exploring concurrency in VisCFSM 
includes using a Prolog interpreter embedded in the language in 
which the GUI is implemented. Javascript, for example, has a 
library that is a Prolog interpreter implemented in Javascript. 
This would allow the GUI to use the threading and GUI features 
of the host language (in Javascript’s case, Electron or NW.js 
could provide the GUI features) while preserving the Prolog 
computational backend. This has the disadvantage of requiring 
the GUI to manage communication between threads, but the 
higher-level threading abilities may make this a preferable 
option to sending queries to a Prolog process. 

If reconciling the data representations of Prolog and a host 
language prove to introduce more complexity than is needed, a 
domain-specific logic language that integrates tightly with other 
languages (such as miniKanren [13]) would provide a more 
native approach to interacting with the computational backend. 
This would provide access to high-level threading and GUI 
capabilities of more general-purpose programming languages 
while leveraging the constraint programming capabilities of a 
logic programming language. 

VII. SUMMARY AND CONCLUSIONS 

Herein we have presented the infrastructure for a graph 
mining system that provides the ability for the user to 
dynamically customize a variety of semantic and structural 
constraints while the algorithm is working to complete its overall 
task. Effectively, this system supports visual algorithm steering, 
providing the ability for the user to continuously visualize the 
results of the graph mining program as it executes, interactively 
modify aspects of the program, and see the effects without 
restarting the computation from the very beginning. Such 
capabilities are extremely valuable when dealing with graph 
mining, wherein the data representation is intrinsically visual, 
and patterns of interest may not become obvious until 
preliminary results are seen. Because frequent subgraph mining 
is a computationally intensive problem, the ability to 
dynamically adjust constraints on the computation can allow the 
user to more quickly find the information that is of most interest 
to him/her in a graph.  
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Abstract

Knots occur in many areas of science and art. The mathe-
matical field of Knot Theory studies an idealised form of knots
by viewing them as closed loops in 3-space. They can be
formally studied via knot drawings which are well-behaved
projections of the knot onto the 2-D plane. Equivalence of
knots in 3-space (ambient isotopy) can be encapsulated via
sequences of diagram rewriting rules, called Reidemeister
moves, but finding such sequences demonstrating isotopy of
two knots can be immensely challenging. Whilst there are
some sophisticated tools available for some knot theoretic
tasks, there is limited (free) tool support for certain knot cre-
ation and interaction tasks, which could be useful for lecturers
and students within University courses. We present KnotS-
ketch, a tool with multiple functionalities including the ability
to: (i) read off a form of Gauss code for a user sketched dia-
gram; (ii) generate a diagram from such a code; (iii) regen-
erate a knot diagram via a different projection, thereby pro-
ducing examples of equivalent knot diagrams that may look
very different; (iv) interaction capabilities to quickly alter
the knot via crossing changes and smooth the curves of the
sketched diagram; (v) export facilities to generate svg images
of the constructed knots. We evaluate KnotSketch via a case
study demonstrating examples of intended usage within an ed-
ucational setting. Furthermore, we performing a preliminary
user study to evaluate the general usability of the tool.
Keywords: knots, sketching, gauss code, diagram generation.

1. Introduction
Knots occur within both art and science, and there are

many important scientific application domains (e.g. DNA su-
percoiling [22, 8], quantum wavefunctions [16]). The math-
ematical field of Knot Theory has been studied extensively,
providing a rigorous study of an idealised form of knots (es-
sentially closed loops in 3-space); see [27] for a standard
mathematics graduate text book, and [19] for a recent ap-
proach aiming to utilise the potential of computers within the
field. A standard mathematical approach is to define objects
under consideration, provide a formal notion of equivalence,

DOI reference number: 10.18293/DMS2016-035

and then to investigate means to try to classify the objects
(given two objects, decide if they are equivalent or inequiva-
lent). In this context, two knots are equivalent, called ambient
isotopic (isotopic for short), if there is a continuous deforma-
tion of the whole of 3-space taking one embedded loop to the
other. Knots can be studied thus, making use of knowledge of
topological methods.

However, knots can also be studied combinatorially, via
knot diagrams (which are regular projections of knots onto
a plane, so any crossings are transverse double points). Fol-
lowing Reidemeister [25], isotopy can be realised via diagram
transformations: two knots are isotopic if and only if their di-
agrams (which can be projection onto any suitable plane, so
the diagrams can look quite different) differ by a sequence of
local diagrammatic transformations (shown later, in Figure 4).
Figure 1 shows an instance of the core problem of asking
whether diagrams represent the same knot; no answer is pro-
vided here, leaving the reader to try to discover an answer for
themselves, thereby getting an initial feeling for the challenge
via this small example. This question is posed at the beginning
of an undergraduate Knot Theory course at the University of
Brighton, UK. Since there can be infinitely many diagrams of
each knot (considering that different planes of projection can
be used, and one could move parts of the knot prior to pro-
jection), identifying knot equivalence by comparing diagrams
and trying to demonstrate isotopies can be extremely difficult.

Consider the educational context of a knot theory course,
with a professor teaching, setting and marking assessments of
students, whilst the students are learning, studying, and com-
pleting the assignments. The act of drawing of knots can be
time consuming and error prone. For example, consider stu-
dents trying to reproduce the knot shown in Figure 2 in class
by hand; this is actually a diagram of the unknot (i.e. it is

Figure 1: Are these two knots equivalent (isotopic)?
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Figure 2: A knot drawing with potential for reproduction er-
rors

equivalent to a knot diagram with no crossings, which can be
depicted by a single circle), called the Haken unknot. This
motivates the need for a knot drawing tool, with export facil-
ities, and in particular the incorporation of sketch based in-
put facilities to mimic the normal knot drawing method when
constructing knots by hand.

Knot codes (like a Gauss code, discussed in Section 2.1)
provide a string based representation of the crossings (and
their relative orientations) in a knot diagram. In the process of
understanding their usage, a student may be asked to produce
the code of a given diagram or to try to construct a diagram,
given a code, for relatively simple cases. The question “which
signed Gauss codes are realisable as (classical) knots?” [17]
was open for a long time, but algorithmic solutions have been
devised (e.g. [9, 23, 28]). Kauffman [20] extended the class of
classical knots (the knots we have described are termed classi-
cal knots) to virtual knots, permitting extra crossings without
any over/under information, so that every Gauss code is then
realisable as a virtual knot. In this paper, we focus on the clas-
sical knot case, as would be common in the majority of knot
theory courses, but we adopt an underlying approach that can
be naturally extended to permit the consideration of virtual
knots. The related requirements for a tool are: the automatic
reading of the code from a knot drawing, and the automatic
generation of a knot diagram from a code.

The codes considered only determine the drawing of a knot
diagram drawn on a sphere instead of on a plane; a choice of
face (in the shadow of the knot on the sphere, which is the
underlying graph given by forgetting the over/under informa-
tion at the crossings) for stereographic projection is required
to provide a drawing in the plane. However, this property
can be turned into an interesting benefit. Different choices
of (outer) face yield isotopic diagrams (they are, after all just
different views of the same knot) but they may look very dif-
ferent. Thus, the alternative choices of outer face give rise to
a set of diagrams which are all equivalent but may not look
like it, thereby: (i) giving rise to easily constructed examples
of equivalence for students to explore; and (ii) helping stu-
dents to develop their understanding of stereographic projec-

tion. Without any tool support, students may find taking a di-
agram in the plane, considering it as drawn on the sphere and
re-projecting using a different outer face, a rather challenging
task. It also provides the teacher (or a professional mathe-
matician if the context of intended usage was widened) with a
means of examining this somewhat less-familiar relationship
between knots that may involve very complex sequences of
Reidemiester moves to realize as an isotopy.

We implemented the KnotSketch tool following these
elicited requirements. We demonstrate some of its functional-
ities via a case study, providing a series of worked examples.
We follow this up with a preliminary user study to evaluate
the general usability of the tool. There are many technicali-
ties to be dealt with in the formal setting of knot theory, but
for accessibility to a Computer Science audience we adopted
a relatively informal approach, skipping over some technical
details (e.g. we presume all knots are tame to rule out patho-
logical examples). An interested reader can refer to graduate
level text books on knot theory (e.g. [15, 18]) for more com-
plete details. Discussions about knots (single loops embedded
in space) extend to links (disjoint unions of knots) and KnotS-
ketch also supports links.

2. Preliminaries

We describe some facts about knots and their diagrams (in-
formally indicating the content of well known definitions and
theorems), and introduce Gauss codes, with examples, provid-
ing rationale for the chosen form adopted. A link is a disjoint
union of knots, and a link diagram is the image of a regu-
lar projection (i.e. the only singularities are transverse dou-
ble points) of the link L with over/under information added
at each of the double points, called crossings. Every (tame)
link has a diagram. Ambient isotopy is an equivalence rela-
tion on knots (or links). Each equivalence class of knots is
called a knot type; equivalent knots have the same knot type.
As is common, we abuse language and use the term ‘knot’ to
mean the whole equivalence class (a knot type) or a particular
representative. When we say that two knots are different (not
equal) we mean that they are inequivalent (i.e they have differ-
ent knot types). If a knot has the same type as the trivial knot
then we say it is unknotted. We can orient a knot by nominat-
ing one of the two directions along it. If K is an oriented knot
then the knot with the opposite orientation, denoted by−K, is
called the reverse ofK. The knot−K∗ is called the inverse of
K, where K∗ is the mirror image ofK (obtainable by switch-
ing all crossings in a diagram of K). For oriented links, we
can assign to each crossing c of a diagram, its sign, which is a
value in ±1, denoted sign(c), as depicted in Figure 3.

Let R1, R2 and R3 denote the diagrammatic moves shown
in Figure 4. Two diagrams differ by one of these moves if they
are identical outside a small region, and inside the region they
differ exactly as shown in the moves. These moves are called
the Reidemeister moves [25]. We can think of R3 as moving
one of the strands across the crossings of the other two strands.
The moves are presumed to preserve orientation. Note that we
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Figure 3: The overpass is the unbroken line for each crossing
(on left figure: top left to bottom right; on right figure: bottom
left to top right) and the underpass is the broken line. The sign
of a crossing is + if traversing along the the underpass, fol-
lowing the orientation, at the crossing the overpass is passing
from the left to the right (as in the figure on the left), whilst
the sign is − if the overpass is passing from the right to the
left (as in the figure on the right).

Figure 4: The Reidemeister moves, which are diagrammatic
moves encapsulating knot equivalence.

interpret diagrams that differ by homotopy preserving the arc
and crossing structure (i.e. the arcs can be moved without
changing the underlying crossing structure; e.g. making the
knot more “wiggly”, or scaling the diagram) as the same.

We say that diagrams D and D′ are isotopic if D can be
obtained from D′ by a sequence of moves of type Ri, with
1 ≤ i ≤ 3. The diagrams are regularly isotopic if R1 is not
used. The following important theorem (see [25]) allows us to
study knots and links combinatorially, via diagrams: Suppose
that links L0 and L1 have diagrams D0 and D1, respectively.
Then L0 and L1 are ambient isotopic if and only if D0 and
D1 are isotopic.

2.1. Codes

Gauss codes are a means of capturing information in a
knot diagram. We adopt a richer form of the codes used in
the literature from which others can be recovered. The code
of a diagram is given by numbering the crossings, picking an
orientation on the curves and then traversing the curves one at
a time, writing down the crossings met in order in a complete
circuit, noting whether one was on the overpass or underpass
(o/u) at each crossing along with an associated sign (±). It
is well defined up to the equivalence relation generated by
these choices. Codes for different components of a link are
separated by a /.

Figure 5: Left: The enhanced Gauss code o1+ u2− o3+
u1− o2+ u3− indicates the crossings met upon traversal of
the knot, together with extra information (over/under, and
the sign of the associated immersed curve), realisable as
a (classical) knot diagram. Note that the “usual” Gauss
code would assign − to every crossing number, yield-
ing: o1− u2− o3− u1− o2− u3−. Right: the code enables
the explicit indication of the position of virtual cross-
ings: o1+ u2− o3+ u1− o4− v5+ o2+ u3− / u4+ v5− for the 2-
component virtual link. Here, we emphasized the virtual
crossing by placing a dot at the crossing (numbered 5).

We describe variations of the code used in the literature.
Kauffman, in [20], uses o/u, and the sign of the crossing
(+/− described earlier) is attached to each symbol (denoting
the number assigned to the crossing), with the same sign oc-
curring for both of the occurrences of this symbol in the code.
However, Kurlin [21] includes the same sign of the crossing
(+/−) but only attaches it to the symbol associated to the un-
dercrossing, thereby removing the need to explicitly indicate
o/u’s, since the presence of a sign indicates an undercrossing,
whilst its absence indicates an overcrossing. Carter [11], con-
siders immersed curves (so the arcs pass through each other
at the crossing instead of passing over and under), so there
are no o/u’s to consider. A variation of the sign convention is
adopted, with one + and one − associated to each occurrence
of a symbol for a crossing. An intuitive method for calcu-
lating this (enhanced) sign convention used is to imagine that
the arc under consideration (as we traverse the curve and it
passes through a crossing we write down one instance of the
symbol for that crossing and decide on its sign) is an under-
crossing and calculate the sign as per the earlier method for
knots. This leads to one of the two symbols being assigned to
a crossing being a + and the other a −.

We make use of a variation, which we call the enhanced
Gauss code (code for short) in which we use the sign conven-
tion for immersed curves, following Carter, as well as the o/u
information (as used by Kauffman) for knots. This generalisa-
tion provides us with the ability to deal with curves that do not
have any over/under information at the same time as those that
do. One application is to explicitly encode virtual crossings in
virtual knot diagrams (rather than simply ignoring their pres-
ence in the code), permitting the expression of over/under or
“through/virtual” at each crossing. The “through/virtual” op-
tion can naturally be represented by a v for virtual crossing in
the virtual knot diagram setting. Whilst we do not explicitly
consider the use of virtual knots within the educational con-
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Figure 6: A screenshot of the KnotSketch interface, with tool-
box at the top, a diagram shown in the Sketch View and its
automatically produced code in the Code View.

text in this paper, we envisage the future usage of this func-
tionality (for advanced postgraduate students or professional
mathematicians), and so we decided to adopt a notational con-
vention that would be consistent with this.

Figure 5 shows examples of the (enhanced Gauss) codes
of a classical knot diagram (top) and a virtual link diagram
(bottom). To enable a comparison with the immersed curve
codes, one can consider the shadow of these classical knot
diagrams (i.e. make all crossings “through/virtual”); the ef-
fect of this on the code is to simply remove the occurrences
of o/u, replacing them with v’s. This would have necessarily
been slightly more complicated if we had used the classical
knot sign convention in the code. KnotSketch enables the au-
tomatic interpretation of the code of (sketched) link diagrams.

3. KnotSketch
We describe KnotSketch and its main functionalities.

KnotSketch is partly based on ink recognition techniques, pre-
viously developed for other applications [6, 13, 14].

3.1. User Interface

As shown in Figure 6, the KnotSketch interface is divided
into three parts. The upper part is a toolbox with buttons to
perform the following operations (from left to right):
• change the input mode to draw;
• change the input mode to erase;
• change the input mode to move. At present it is only

possible to move whole curves, not parts of a curve (but
this would be a useful future additional functionality for
interaction);
• change the zoom level;
• clear the current drawing;
• launch the automatic diagram generation facility through

a new dialog. The dialog (see Figure 7) contains a text
field to enter the code. It is possible to use the clipboard
to paste the automatically produced code of a sketched
diagram. The code specifies the drawing of the knot on
a sphere. By clicking on the OK button, a new dialog

Figure 7: Code to diagram generation box.

is opened (an example is presented in Figure 10 of Sec-
tion 4). This dialog requires the user to choose a face as-
signed to be the outside region under stereographic pro-
jection from the sphere onto the plane from a list of pos-
sible choices (one for each region). A preview pane is
shown by the side of the list to assist the user. More-
over, it is possible to personalize the diagram appearance
with different visualization options, such as varying the
number of spring embedding iterations;
• open a previously saved diagram. If a file describing a

diagram drawing (see below) is opened then its content
is shown in the Sketch View described below, while if a
file containing the knot code is opened the diagram gen-
eration is launched;
• save the current diagram in a native drawing file format.

It is also possible to export a drawing in svg format (op-
tionally as an html file), whilst the code can be exported
in txt or html format. This facilitates the use of the tool
for the production of diagrams that occur in research pa-
pers, student submissions, or to include in web-pages;
• open the Options window in order to alter tool settings,

such as the size of the gap used in the visualisation of the
crossings;
• perform knot beautification using EulerSmooth [30].

Given a drawn diagram, the user can apply a smooth-
ing operation via EulerSmooth to improve the quality of
the sketched drawing; EulerSmooth was defined to work
with Euler diagrams but it can be heuristically applied to
knot diagrams. The smoothing function can be manually
controlled and can be applied with various parameter set-
tings.

In the middle part of the KnotSketch interface the Sketch
View contains the drawing canvas. The curves are arbitrar-
ily shaped and must be completed with a single pen stroke.
Once a stroke has been entered, its endpoints are automat-
ically joined to close the curve. If the user tries to make the
curve closed by passing the final part of the curve over the ini-
tial part, then any additional crossing created is erased. Upon
its completion, a curve is coloured with a colour chosen from
a pre-defined list (the predefined colour list can be configured
by the user). As soon as a curve is completed, a numeric la-
bel is automatically assigned to each crossing point. There
are two segments passing through each crossing, and by de-
fault the last drawn segment is shown as an over-crossing (as
a future option, the user will be able to choose the default
behaviour, permitting the automatic provision of alternating
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crossings as the knot is traversed, for example); the cross-
ing type (over/under) can be manually changed by the user
by clicking on the crossings. The length of the gap used to
indicate the crossing can also be configured by the user.

In the lower part of the interface, the Code View con-
tains the automatically generated enhanced Gauss code, as
described in Section 2.1 (it is possible to select the code and
copy it to the clipboard). At the top of this view a toolbox pro-
vides a set of options through which the user can select some
other forms of codes (that are not required for this particular
application).

A user study is discussed in Section 5, and Figures 8-12
show some related screenshots of the tool.

3.2. Back-End

KnotSketch is written as a Java 7 application. Other than
knot drawing, the main features of the application are knot in-
terpretation (i.e. computing the code of a drawn knot), knot
generation from code and knot beautification. The enhanced
Gauss code, displayed in the Code View, is incrementally con-
structed and is updated every time a curve is added or deleted.
It is stored in an internal format enabling efficient operation
executions. A knot is represented as a closed polyline.

KnotSketch can generate knot drawings from an enhanced
Gauss code using a planar graph based construction: the graph
contains one node for each crossing, and its combinatorial em-
bedding of the graph can be calculated by using the crossing
signs (+/−) and the choice of face assigned to be the outer
region. Then an algorithm from the OGDF framework [24]
can be used to embed the planar graph in the plane. The user
can optionally modify the embedding by selecting a number
of iterations of a force directed algorithm [5] to apply. The
algorithm theoretically preserves the regions, but approxima-
tion due to rounding could cause non-preservation. However,
the tool provides a post-check if the initial and final diagram
codes are equivalent. Finally, by traversing the graph edges
appropriately, the curve for the knot diagram is constructed.

The knot beatification step can be performed by using the
Ocotillo java library from EulerSmooth. The drawn knot is
treated as if it was an Euler diagram (essentially taking the
shadow of the knot, viewing all crossings as if they passed
through instead of over/under each other; note that the con-
straints of non-self intersections for Euler diagrams must be
relaxed in this context). The knot diagram is converted to the
format used by Ocotillo and the beautification process is per-
formed on it, using the parameters set by the user. After each
beautification iteration the diagram is converted back to the
original format in order to display the beautification progress
to the user. Future enhancements of EulerSmooth in this con-
text should lead to enhancements of the outputs.

4. Case study

We describe a set of activities that can be performed with
KnotSketch within an educational context, demonstrating the

capabilities of the approach and the tool. We highlight a
novel viewpoint that permits an uncommon form of user ex-
ploration, which would be challenging for students to perform
without tool-based assistance. We discuss general activities
that users may undertake along with low level tasks that users
may perform along the way.

Consider the task of starting with a code and creating a di-
agram of a knot with that code. This task can be used to test
a users’ understanding of the code to diagram process, and to
highlight how challenging the construction can be without fur-
ther assistance. In a simple case, the user can directly sketch
the requested diagram. They can check their solution via the
automatic production of the code, displayable in the Code
View. If the knot produced differs from the required solu-
tion via crossing changes alone (i.e. switching over and under
crossings) then user interaction via clicking on the crossings
can be applied to alter the diagram accordingly. If the diagram
drawn has the wrong code and the code differs by more than
crossing changes then the curve needs to be redrawn. An al-
ternative approach is to use the automatic diagram generation
facilities from a code (described in Section 3). For the task of
producing a diagram with the correct code, any choice of outer
face will do, so the user can select any of the proposed faces.
This functionality leads to an interesting possibility for the
exploration of knot equivalence (isotopy). Given a code one
can generate different views of the knot (one for each face, by
using the different choices of outer face in the plane of projec-
tion). Since each of the views are diagrams of the same knot
viewed from a different perspective, all of these diagrams are
equivalent. However, they may look very different and it may
be challenging for a user to construct an isotopy (a sequence
of Reidemeister moves) from one diagram to the other. Thus,
given two knot diagrams that potentially look very different,
but which are in fact different projections of the same knot,
the user can try to identify this knot equivalence by searching
through the options and visually comparing the outputs.

Figure 8-12 show diagrams from the tool similar to those
of the case study. In detail, Figure 8 shows a user sketched
(and smoothed) drawing of a trefoil knot with 3 crossings, its
automatically produced code, along with a more complicated
knot with 7 crossings. Figure 9 shows diagrams of a knot K,
the knot K ′ with a single crossing change, and, m(K), the
mirror of the knot K, which is shown as K with all crossings
changed; the effects on the code are also shown. Figures 7
and 10 show an example of a code being used to generate a
knot, demonstrating the user’s view at the time of selection
of outer face. The code-like information displayed for each
choice is a means of specifying the region (details are omitted
since they are unimportant for our purposes here); we display
drawings arising from all six choices of outer face for this
code. Figure 11 shows diagrams (far left and far right) and
their (not obvious) equivalence as a sequence of Reidemeister
moves (indicated by Ri’s). These two diagrams can be seen
to be equivalent via projection onto different faces; the left
and right diagrams are those shown in Figure 10(f) and Figure
10(e), respectively, up to moving the arcs without changing
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Figure 8: Screenshots of a trefoil knot (left) and a knot with seven crossings (right) and their codes.

Figure 9: A diagram of a link (left), the diagram obtained by changing crossing 4 (middle), and the mirror of original diagram,
given by changing all crossings (right).

the crossing structure. Figure 12 shows an example of gener-
ation of a knot diagram from a complicated code, showing the
initial creation of a knot, along with an initial improvement
using the EulerSmooth functionalities.

5. Experimental setup

We performed a preliminary evaluation on a student pop-
ulation to test the usability of the tool itself. In particular,
we measured the perceived usability of the system through a
System Usability Scale (SUS) [7] questionnaire. The ques-
tionnaire is composed of 10 statements to which participants
assign a score indicating their strength of agreement on a 5-
point scale. The final SUS score ranges from 0 to 100. Higher
scores indicate better perceived usability. We also gathered
some participants’ free-form comments during and after the
experiment.

The demographic mostly consisted of Computer Science
students, which may help with familiarity with the use of soft-
ware. In the future, we will also examine the usage with

Mathematics students whom may be more familiar with the
mathematical context, but perhaps less proficient in software
usage. We recruited a total of 10 participants (3 female). The
ages ranged from 21 to 51 (with mean M = 31, and standard
deviation SD = 10.4). All of them were habitual computer
users and had previous experience with touch-screens. None
of them had any prior knowledge of knot theory.

The set of tasks we considered were as follows.

TASK 1 Given the following knot code, gener-
ate a diagram of it using the “generation
from knot code” functionality of KnotSketch:
o1+ o2− u3+ u1− u4+ u5− o5+ o4− u2+ o3−;

TASK 2 Given the knot drawn on the sheet, reproduce it
using KnotSketch and save its knot code in a text file.
Moreover, save the drawing in the tool’s native file for-
mat (this task was repeated three times - TASK 2.1,
TASK 2.2, TASK 2.3 - once for each knot in Figure 13);

TASK 3 Open the native format of the drawing previously
produced in TASK 2.2 and generate its projection onto a
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(a) (b) (c)

(d) (e) (f)

Figure 10: Displaying the preview of the different choices of outer face for the projection, using the code from Figure 7.

Figure 11: A sequence of Reidemeister moves demonstrating the equivalence between the left diagram (c.f. the diagram in Figure
10(f)) and the right diagram (c.f. the diagram in Figure 10(e)).

Figure 12: Generation of a knot diagram from a complicated code, with the initial creation of a knot (left), along with an initial
improvement using the Eulersmooth functionalities (right).
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Figure 13: TASK 2 knots.

(a) Pair of knots for TASK 4.1.

(b) Pair of knots for TASK 4.2.

Figure 14: TASK 4 knot pairs.

different outer face;

TASK 4 Given the pairs of knot diagrams on the sheet, in-
dicate if they differ by redrawing via projection onto a
different outer face or not (the task was repeated twice -
TASK 4.1, TASK 4.2 - once for each knot pair in Figure
14).

The time limit for the completion of each subtask was 5
minutes.

The tasks were executed on a Dell Precision T5400 work-
station equipped with an Intel Xeon CPU at 2.50 GHz running
Microsoft Windows operating system and the Java Run-Time
Environment 8. The device used for the experiment was a
Sympodium ID250 Interactive Pen Display, attached through
both USB and RGB cables to the work station.

5.1. Results

The tasks have been successfully completed by almost all
participants. Only two tasks were not completed successfully
by all participants: TASK 2.3 and TASK 4.1, with two errors
each. The mean task completion times are reported, along
with standard deviations, in Table 1. As expected, the sub-
tasks of TASK 2 showed increasing difficulties; in particu-
lar for TASK 2.3, some users needed to attempt the drawing

Task Avg time (sec.) S.D. User errors
TASK 1 64.7 16.6 0
TASK 2.1 45.3 14.1 0
TASK 2.2 60.2 13.3 0
TASK 2.3 137.6 72.8 2
TASK 3 20.0 11.8 0
TASK 4.1 135.0 48.8 2
TASK 4.2 152.6 41.6 0

Table 1: Task completion times.

Username Score
participant 1 77.5
participant 2 85
participant 3 62.5
participant 4 75
participant 5 87.5
participant 6 75
participant 7 85
participant 8 77.5
participant 9 92.5
participant 10 85
Average 80.25

Table 2: SUS-like questionnaire scores for user satisfaction.

several times. However, the error on this task was simply an
incorrect sign on a single crossing. TASK 4 presented some
difficulties for most participants, with relatively high execu-
tion times and two errors for TASK 4.1.

The scores of the questionnaire calculated from the re-
sponses of the participants are shown in Table 2, indicating
scores ranging from 75 to 92.5, with an average value of
80.25. This value indicates a good level of satisfaction [4].
An analysis of the questionnaire scores showed that the partic-
ipants judged the tool very useful for its purpose, but they did
not find all the features simple to use and some participants
needed some learning time to be able to master them. For in-
stance, some participant lamented the lack of feedback on the
presence of errors in a written code; others had problems in
finding out how to generate the projection of a drawing onto a
different outer face.

Similar considerations emerged after a brief interview/dis-
cussion with the participants involved in the experiment to un-
derstand what aspects of the tool were of help in the execution
of the tasks: probably due to unfamiliarity with Knot Theory,
some participants expressed initial doubts about the compre-
hension of the tool’s purpose. Furthermore, some of them
had difficulty in completing TASK 4 even with the help of
the tool, with one participant stating: “I would have preferred
more support from the tool to perform TASK 4”. Neverthe-
less, he declared “I would never be able to complete that task
without the help of the tool”.
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Tool KnotSketch KnotPlot [26] Knot ID [2]
Hand sketch Yes Yes (but requires license) No (point and click/drag)
3D visualisation No Yes Yes
Link diagrams Yes Yes No
Save/Load/Export
diagram

• Supports saving and loading
diagrams
• Diagrams can be exported in
SVG and HTML format

• Supports saving and loading
diagrams
• Diagrams can be exported in
EPS format

• Load list of coordinates
• Load gauss code (no visualisa-
tion of the knot in this case)

Edit diagram • Supports adding, deleting
and moving individual compo-
nents

• Supports adding, deleting
and moving individual compo-
nents or a segment of any com-
ponent

• Supports adding, deleting or
modifying individual segments of
any component

Diagram generation
via code

Supports Gauss Code Supports Dowker code and
Braid word

No generation (but identification
available from Gauss Code)

Diagram reprojection
via outer face

Yes No (but rotation of 3D visuali-
sation is possible)

No

Diagram smoothing Yes Yes No

Table 3: Visualisation features of KnotSketch, KnotPlot and KnotID

6. Related Work

Existing knot tools have varied functionalities. Table 3
provides comparison of visualisation aspects of KnotSketch
with KnotPlot [26] and Knot ID [2]. We provide some further
details and briefly discuss other notable tools below. To the
best of our knowledge, the re-projection facility onto different
outer faces offered by KnotSketch is novel, as is the capabil-
ity to deal with (sketching, interpreting) virtual knots or links
(note that the study was restricted to classical knots and links).

KnotPlot [26] is a widely used program for visualising and
interacting with knots that has theoretical underpinnings as
described in [29]. A knot can be sketched by hand (in the up-
graded version requiring a license) or constructed from code
using a tangle notation system developed by Conway [12], or
from a braid word, or a Dowker-Thistlethwaite code (which
does not uniquely specify composite knots [26, page 98]). A
knot can be refined into a smoother configuration using a 3D
technique, which is computationally expensive, especially for
large knot diagrams with more than 50 crossings [26, page
105]. KnotPlot has a built-in database containing a wide range
of knots and links which can be viewed, modified and saved,
along with other features such as: computing the Alexander
and HOMFLY polynomials, the writhe, the average crossing
number, the thickness and the Dowker code of a knot; search-
ing for minimal stick conformations and interesting random
knots; generation of arbitrary braids; enabling the considera-
tion of open knots or links; interactive construction of knotted
and linked spheres in four dimensions.

KnotID [2] is a web application that allows the viewing of
topological information about knots. The application can be
used: (1) to import three-dimensional curves (as a list of 3D
coordinates or by generating torus knots from two coprime
numbers); (2) to draw two-dimensional curves; (3) to directly
input an enhanced version of the Gauss code similar to those
described in Section 2.1. In addition to displaying topological

information, the tool can, through the application of topolog-
ical invariants, identify if the input knot is equivalent to knots
found in a lockup table (based on [1]). It permits computation
of properties such as the Reduced crossing number, Determi-
nant |∆(−1)|, |∆(exp(2πi/3)|, |∆(i)|, and Vassilev invari-
ants. Compared to KnotSketch, the software offers a non-
sketching oriented drawing interface and no features such as
delete/smoothing/load/save or the ability to display the cross-
ing numbers. Moreover it does not offer functions to gener-
ate a knot from a gauss code or to regenerate a knot by re-
projection onto a different plane.

Libbiarc [10] can be used to manipulate and analyze prop-
erties of knotted curves, compiled into a C++ library; the
most frequently used functions are available as an API. The
core library provides functions to interpolate point-tangent
data with bi-arcs, access information such as curvature and
torsion, compute the length and thickness. The library in-
cludes a viewer application, called curview, for visualisation,
in which a knot can be loaded, manipulated and saved.

KnotApp [31] is a thesis that describes a program that dis-
plays a knot and other objects, such as the knot’s crossing
map and its trisecant curve, using the jReality JOGL Viewer.
The knot may be chosen from a provided list or loaded from
the file system. Then the chosen knot can be edited by drag-
ging its vertices using the provided knot editor. The crossing
map implemented displays the set of irregular projections of
the underlying knot as curves on the unit sphere. The set of
trisecants of the underlying knot is visualised as a curve in the
3-dimensional torus. However, the KnotApp application itself
does not appear to be currently available to be tested.

Other notable knot tools, with varying functionalities in-
clude Linknot (see [19]), Knotscape [32] (uses Dowker-
Thistlethwaite codes), and MING [33] (which minimizes
MD-energy of polygonal knots, reduces the numbers of edges,
and draws/visualizes their 3-dimensional pictures).

24



7. Conclusions

We have developed KnotSketch, a tool to facilitate knot ex-
ploration, with particularly interesting functionalities of per-
mitting knot sketching followed by classical knot diagram re-
generation via re-projection onto different planes via stere-
ographic projection from the diagram drawn on the sphere.
This could be particularly useful in University level educa-
tional settings, and we examine the potential capabilities via
a case study. In addition, we adopt an enhanced version of
Gauss code that enables the future handling of virtual knots.
This ability to deal with virtual knots would likely be useful
in the context of expert users, such as professional mathemati-
cians making use of the tool in exploratory mathematics or
simply to produce figures for use in publications (the use of
classical knots is of course pertinent to this user class as well).
One can also envisage different semantical interpretations of
these types of diagrams with mixed crossing types, and this
would widen the applicability even further beyond the con-
sideration of knots.

We performed a preliminary user-based empirical study to
gain insight into the usability of the toolkit, with an aim for
future improvements. We plan to perform more extensive
user testing, and adopt an iterative developmental method-
ology taking into account user-insights after testing periods.
We wish to explore the utility for both Mathematics students
and professional Mathematicians. Using the interface at Knot-
Info [3], a user can select sets of knots and request information
about them including their diagrams or compute many invari-
ants. This interface and database (and others) could be made
to be usable in conjunction with KnotSketch, thereby greatly
enhancing its functionalities.
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Abstract— The learning assessment in e-learning contexts is one 

of the latest challenges for educational technology researchers. 

One of the main issues to be addressed is the definition of 

dimensions that should be used to measure the learning 

effectiveness. In this perspective, the research work aims at 

defining the engagement indicators useful to assess the active 

participation of students in social learning environments. 

Moreover, the paper presents the design and implementation of 

Learning Dashboards aimed at visualizing the student 

engagement in online communities where the engagement and 

involvement of students are the key factors for successful 

learning. 
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I.  INTRODUCTION  

The learning assessment is one of the main issues in the 
educational field. In the latest years, the interest in this topic is 
rising thanks to the evolution of e-learning methods and 
techniques. The new teaching models adopted in the MOOCs 
(Massive Open Online Courses) [1] [2] require the adoption of 
new tools and measures that allow teachers to make effective 
and reliable assessment even with a large population of 
learners. In the literature, different solutions have been 
proposed, such as the adoption of qualitative measures [3] [4] 
to have detailed information about the interaction of the learner 
with the peers and the didactic resources, or the definition of 
tools able to supply detailed information on the student 
learning path, starting from the tracking data of e-learning 
platform [5] [6]. For these reasons, the interest of the 
educational technology researchers is focusing on Learning 
Dashboards that allow, both faculty and students, to tune their 
actions (lectures, assignments, study) based on rapid feedbacks 
on student progress in learning [7]. Currently, the interactions 
are becoming even more complex in the e-learning 
environments. Thus, the number of dimensions to take into 
account to make a successful assessment of the student’s 
learning path is improving.  The main challenge of Educational 
Technology field is to point out all the dimensions useful to 
measure the effectiveness of the e-learning paths [8]. 

In this perspective, our point of view is that in the e-
learning environments 2.0, where the construction of the 
knowledge is shared among the different users, to measure the 
engagement in the e-learning process could give information 
about the learning effectiveness. For this reason, the paper 
presents a Learning Dashboard aimed at visualizing the student 
engagement in web based learning environment. In particular, 
the attention is focused on online communities, where the 
engagement and involvement of students is the key factor for a 
successful learning. 

 

II. RELATED WORKS 

The Learning Dashboards are commonly used in a wide 
range of e-learning environments: Learning Management 
Systems, Web-based and Personal Learning Environments, 
Massive Open Online Courses and so on. Information 
Visualization techniques, indeed, are powerful tools in the 
learning analytics research field, since they allow to visualize 
the collected data about student’s activities. Visualization can 
impact on the user behavior and motivation, for both students 
and teachers, and promote self-awareness and reflection about 
the learning process [9]. 

The interest in this research field and the number of 
proposed approaches are growing in the latest years. For ours 
research goals, we decided to narrow the research on two 
important aspects in e-learning environments: student’s 
progresses and performances and student’s engagement. 

A. Visualizing progresses and performaces in e-learning 

enviroment 

Numerous are the solutions proposed to face this issue. 
Student Activity Meter (SAM) [10] [11], for example, was 
designed to explore the classroom activities. It provides an 
overview of student’s activities through simple statistics. For 
each student, the indicators are the time spent and the 
documents used. These indicators are compared with 
minimum, maximum and average values of the whole class.  

The first indicator, time spent, is displayed with a line chart 
visualization; it shows a line for every student in the course; 
the horizontal axis shows the dates and the vertical axis 
displays the total time spent [11]. Indeed the visualization of 

26

KSI
Typewritten Text

KSI
Typewritten Text
DOI reference number: 10.18293/DMS2016-028

KSI
Typewritten Text

KSI
Typewritten Text



activities over time is a key aspect when analyzing student 
behaviors. The second indicator, document used, is not directly 
displayed but it is used to provide recommendations with a 
simple recommender system. 

Furthermore a parallel coordinates chart shows correlations 
among (i) the total time spent on the course, (ii) the average 
time spent on a document, (iii) the number of documents used 
and (iv) the average time of the day that the students work [11] 
allowing the discovery of patterns in the student’s behavior.  

Mastery Grids introduces the so called “social progress 
visualization” [12] to engage students and to guide them 
through the learning resources exploration. The indicators used 
are the progress made by each student. The progresses are 
presented in a matrix where for each domain topic (horizontal 
dimension) and kind of resources available for that topic 
(vertical dimension) the level of completeness or level of 
progress a learner has for the given combination of topic and 
resource type is showed through color intensity (third 
dimension). 

In addition to the individual progress visualization, Mastery 
Grids enables comparison with other peers (the class average, 
the top ranking students) and highlights the differences 
between the individual user and the group. Furthermore, it 
enables more compact and detailed comparison selecting one 
kind of resource. This direct comparison pushes the user to 
improve her/his activity by stimulating them to complete 
different kind of activities and to access new content at the 
same time. 

CAM Dashboard was designed to allow the exploration of 
learners’ behavior in Personal Learning Environments and to 
enable both self-reflection and comparison with peers to 
improve student’s motivation [13] [14]. It collects data from 
different data sources even outside the traditional LMS, and 
provides visualization according to the student’s goals.  

The indicators are the total number of activities done by the 
student and the number of events or time spent for each 
application used by the student over time. Furthermore those 
indicators are grouped by day of the week, by action performed 
or by resources involved. Noteworthy is the distinction of 
different kind of actions that enables a deeper level of analysis, 
for instance the distinction of active and passive actions such as 
writing and reading activities. 

The main visualization is a line chart of the activity over 
time (annotated timeline) while the grouped indicators are 
presented with bar chart visualizations that allow the 
comparison between the time spent by the user and the average 
time of peers. 

VeeU was designed to enhance student assessment in 
distance learning environment for both teachers and students. 
[5]. The indicators proposed are the number of daily accesses, 
the number and distribution of activities in a course and the 
completion rate of course activities. 

The accesses are presented in a time line visualization at 
different aggregation levels (different courses or single course) 
for the teacher, while the student visualizes the number of 
her/his daily accesses compared to the average values for the 

class. A pie-chart visualization is used for the percentage and 
distribution of activities while the completion rate is displayed 
in a gauge chart visualization with a list of recommendations to 
help student in achieving goals. 

Even StepUp! has been designed for students 
empowerment in open learning environments [15][16][17] in 
the “quantified self” perspective [18]. It collects tracking data 
from group blogs and twitter (post, comments, tweet). Even in 
this case the indicators are the number of activities and the time 
spent but the activities are also classified in assimilative 
(blogging and writing reports), communicative (twitter and 
comments) and productive activities (programming) [19] 
enabling distinction of active and passive behavior in this case 
too.  

The indicators are presented with numerical data and 
sparklines for every student to provide a quick overview. The 
sparklines can be detailed in a stacked bar chart visualization 
that displays activity over the weeks, grouped by kind of 
activities and participation to promote awareness of what 
students did and how they spent their time. 

TrAVIS [20] collects data about communication activities 
in distance learning environments to promote self-monitoring. 
It distinguishes four levels of interaction (aggregation, 
discussion, cooperation and collaboration) that correspond to 
four levels of indicators: 

 aggregation level: connection frequency, threads 
started, messages posted, messages replied, and 
messages quoted. These indicators are commonly 
used to describe the activities of each individual 
student; 

 discussion level: browsing, forums, posting, 
reading and chatting activities. These indicators 
are useful to estimate the user interest in the 
discussions or her/his level of community 
interaction;  

 cooperation level: thread started, new messages, 
replied messages, quoted messages, files uploaded, 
files downloaded and participation level. These 
indicators are useful to evaluate the contribution of 
each user to the community.  

 collaboration level: even these indicators are 
constructed from the lower levels indicator but in 
this case the focus is moved from the individual 
perspective to the group level perspective. As a 
matter of fact they are collected at group level 
within a defined timespan in order to compare the 
participation rates or the productivity rates of 
different groups. 

The visualization technique at each level is the spider chart: 
a spider chart for each user (at the aggregation, discussion and 
cooperation levels) or for each group (at the collaboration 
level) allows visual comparison among students and among 
groups. 
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B. Visualizing engagement in e-learning enviroments 

In the e-learning field, the increasing interest in the 
engagement dimension has led to the definition of different 
dashboards to monitor and improve student engagement. 

VisEN, for example, is addressed to students to allow the 
exploration of data about engagement in form of visual 
narratives [21] [22]. It presents the student’s engagement in a 
quick gauge chart while further details are provided on 
demand. Students can interact with visualizations to realize 
how engagement score was calculated, based on course 
interaction (page click), study time (reading and reviewing 
durations), submissions and questionnaire scores. They can 
compare their engagement with peers (all class members or 
similar engaging peers) at different levels (global score or 
activity level). 

Even in the emerging field of MOOCs, student engagement 
has acquired a great importance. Coffrin [23] proposes the 
analysis of student’s activities in MOOCs using visualization 
techniques. In this case, the visualizations are used at macro 
level to understand patterns of student engagement. However, 
even if the proposed analysis are not strictly related to our goal, 
they give us some interesting points of view on the topic. The 
analysis starts from two simple histograms of students’ 
participation and assessment performance, broken down by 
week. This first visualization confirms the common pattern of 
high interest at the beginning with increasing attrition rate over 
time, but breaking down the data, a deeper understanding of 
engagement is provided. In particular, students in a MOOC can 
be classified into Auditors, Active and Qualified students 
according to the kind of activities performed (video lectures 
and assessments). This breakdown can be useful in different 
visualization (histogram or state transition diagram) to closely 
analyze the percentage and relative proportion of students and 
to understand the temporal evolution of engagement 
trajectories [24]. 

Apart from individual participation in MOOC, even the 
social interactions have a great influence in particular when 
involving social learning processes [25]. 

Schreurs [26] proposes the application of Social Learning 
Analytics in a MOOC platform. In particular, it focuses on the 
network visualization from discussion forums: every user is a 
node, every reply to a post is a tie, while a simple tag cloud 
allows the filtering of ties and nodes based on the contents. 
Moreover a tooltip will allow the discovery of topic of interest 
and expertise of every user. Then different network 
perspectives can promote reflection on learners’ interaction or 
make visible the contents developed through discussions. 

Another perspective on engagement in web-based learning 
environment is given in [27] where the authors propose the 
visual representation of cognitive and behavioral indicators of 
engagement to support teachers in monitoring learners’ 
engagement. To reflect the multidimensionality of engagement 
the indicators are built from student participation actions 
(behavioral indicators) and from modification actions on the 
learning documents structures (cognitive indicators). The first 

ones are computed from number of actions and duration 
(number of login, number accesses to a learning resource, time 
spent on a resource etc.) while the latter are computed from a 
particular subset of action related to the structural modification 
of learning documents (create, add, update, delete, move and 
insert). 

The proposed visualization is based on the small multiple 
visualization technique for each student’s session: each frame 
represents a simplified mind map at different times (ti) with 
dotted lines for deleted elements and solid lines for existing 
ones. The small multiple representation can be combined with 
a linear representation for each node where the structural 
modifications on the selected node are made visible over time. 
The small multiple visualization might have problems in case 
of growing numbers of nodes or growing number of time 
intervals while the linear representation is easily manageable 
for temporal data even if it does not allow comparisons of data 
about different nodes at the same time. 

 

III. VEEU 2.0 

The main goal of our research is to make students and 
teachers aware of their engagement in a social learning 
environment. As a matter of fact, teachers and students need to 
be aware of what kinds of interactions are occurring in the 
virtual space and how the building up knowledge process 
happens. This is the so called “situational awareness” that, 
according to Few’s principle design [28], is one of the main 
purposes of dashboards. In this perspective, the rapid 
perception of information through the dashboard is 
fundamental to facilitate the decision-making process. 

To achieve these goals, in the following sections are briefly 
presented the social learning environment and the dashboard 
design process, from the data analysis (to define the most 
suitable predictors and indicators), to the selection of the best 
visualization techniques (to depict the relevant data at a 
glance). 

A. Social Learning Environment 

The learning environment, as depicted in Fig. 1, is a 
customized Moodle instance, in order to preserve consistency 
with the learning management system in use in our University. 
To enable Moodle to adopt the social paradigm the SocialWall 
plug-in, (https://moodle.org/plugins/format_socialwall) was 
used. It turns the traditional Moodle course format into a social 
interface. Moreover, a Wiki activity as collaborative 
knowledge repository has been added. In particular, the Wiki 
enables users to co-create a complex web document, even 
without any knowledge about HTML, allowing them to gather 
pieces of knowledge and build a shared repository. 

The SocialWall enables users to post messages, documents, 
links and any other kind of resources already available in 
Moodle. Users can express their like or comment the posts. All 
the social activities will appear on a timeline provided with 
some filtering tools. 
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Figure 1.  The Social Learning Environment 

 

All the interactions occurring in the social learning 
environment are traced and stored in the Moodle database that 
is the data source of our dashboard. The trace-based approache, 
indeed, is one of the best method used in literature to detect  
users engagement, since they gather a lot of information 
without interfering with the learning activities [29] [30]. 

B. Engagement indicators 

Engagement has been deeply studied in technology 
enhanced learning research from a wide range of perspectives: 
it is commonly recognized as a multidimensional and 
multifaceted construct but the definition of engagement is 
context dependent. In the specific context of social learning 
environments the engagement is strictly related to the activities 
performed in the community and to the users’ participation in 
different kinds of activities. 

First of all, it is necessary to classify the level of user’s 
participation in the community, from a lower level, or 
peripheral participation [31], mainly consisting of reading 
resources and limited interactions with other users, to a higher 
level, or more active participation, consisting of activities such 
as writing comments on other users posts, sharing knowledge 
resources enabling a more responsible contribution to the 
knowledge of the community. 

According to this perspective, in our research the 
engagement indicators were defined as follow: 

 Passive interactions 

o Number of likes received by a post or a 
comment 

o Number of wiki pages read 

 Active interactions 

o Number of posts published on the social wall 

o Number of comments shared on the social 
wall 

o Numbers of created wiki pages  

o Number of revised wiki pages  

Furthermore, the next step is to identify the subject of 
interest of the user’s participation. As defined in  [32] the 
indicators of engagement are based on the participation both in 
social life of the community (interaction with other 
participants) and in the knowledge building activities 
(interaction with the knowledge resources). 

According to the course structure we defined the 
engagement indicators as follow: 
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 Social Interactions  

o Number of posts published on the social wall 

o Number of comments shared on the social 
wall 

o Number of likes received on a post or a 
comment 

 Knowledge Interactions 

o Number of wiki pages read 

o Number of created wiki pages  

o Number of revised wiki pages  

All the indicators are calculated from the traces collected in 
the Moodle database: in particular standard Moodle log tables 
has been used for the indicators based on the Wiki while the 
SocialWall log tables have been used for the related indicators. 

The basic indicators are collected at daily intervals and are 
then aggregated weekly or monthly according to the required 
level of analysis. The common aggregation level makes the 
indicators comparable over time and allows the timely 
evolution of engagement to be assessed. Then, as depicted in 
Fig. 1, the calculated indicators are presented through Google 
Chars using the most appropriate visualization as detailed in 
the next section. 

C. Visualization 

Our first goal was to visualize information about the entire 
class in order to understand the behavior and the level of 
participation of each student. Then we use our first pair of 

indicators to display the position of each student on a 
scatterplot. The students’ position in the two-dimensional area 
is defined according to the number of Passive Interactions in a 
week on the x-axis and the number of Active Interactions in a 
week on the y-axis (Fig. 2). This visualization will provide a 
quick overview of the current status of the entire class, thanks 
to the scatterplot ability to display trends and relationship in a 
cloud of points [33]. Furthermore, outlier students will be 
easily identified but, in order to understand the reason of their 
poor participation, a detailed visualization is required. 

To analyze the behavior of single student a visualization of 
engagement trends over time is needed. Thus, the second 
visualization (Fig. 3) depicts the details of a particular student 
in terms of trends and distribution. It is based on a linear 
visualization, a time series: two lines (one for each indicator) 
will display the trends of the engagement indicators over time 
for Passive and Active Interactions. In this case the indicators 
can be collected using daily, weekly or monthly intervals 
according to the required level of analysis.  

Furthermore a pie chart will display the distribution of 
interaction in a selected time interval, between passive and 
active interactions, but also among the different components of 
each indicator (Number of likes received, Number of wiki 
pages read vs Number of posts published, Number of 
comments shared, Numbers of created wiki pages and Numbers 
of revised wiki pages). 

After the analysis of the level of participation, the attention 
was focused on the kind of engagement. As a matter of fact, the 
more passive or active attitude of a student is not enough to 
evaluate the students’ engagement.   

 

 

Figure 2.  First visualization:  

Scatterplot of Passive vs Active Interactions 
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Figure 3.  Second Visualization:  

Trends and distribution of Passive vs Active Interactions for a single student 

 

The third visualization (Fig. 4) is a scatterplot that, in this 
case, displays the students’ position according to the number of 
Social Interactions in a week on the x-axis and Knowledge 
Interactions in a week on the y-axis. This kind of visualization 
will provide a quick overview about the subject of interests of 
student’s engagement allowing the identification of purely 
socializer users or users actually involved in both Social and 
Knowledge Interactions. 

A detailed visualization of a particular student will be 
useful in this case too. The fourth visualization (Fig. 5) presents 
the details of a particular student in term of trends and 
distribution with a time line and a pie chart built with this new 
pair of indicators.  

 

Figure 4.  Third visualization: 

 Scatterplot of Social vs Knowledge Interactions 
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Figure 5.  Fouth Visualization:  
Trends and distribution of Social vs Knowledge Interactions for a single student 

 

IV. CONCLUSION AND FUTURE WORKS 

Our research aims to address the needs of information about 
the learning effectiveness in social learning environment, using 
engagement measures.  

To this end, activity monitoring tools have become vital in 
distance education, thanks to the increasing availability of data 
collected by tracking the online activities. Information 
Visualization techniques, taking advantage of visual perception 
skills, are powerful tools to present a large amount of data by 
transforming traces in information. An accurate dashboard 
design is essential to provide students and teachers with a 
decision support tool that (1) promotes the awareness of what is 
happening in the learning process, (2) encourages personal 
reflection and achieving goals. 

Data and reports usually provided by learning management 
systems are usually limited to measurement of activities and 
performances but there is a growing need to monitor less 
tangible aspects such as engagement in the social learning 
contexts. This is the main aim of the proposed dashboards, 
which is still under development. The approach adopted is an 
iterative process, which involves both researchers and social 
learning environment users. Researchers in the first design 
phase have involved teachers in order to define the most 
relevant indicators and to define the most appropriate 
visualization for the dashboards. The student were engaged in 
the pilot study, which involved two classes of undergraduate 
students from the Computer Lab courses held by the 
Department of Education, Psychology and Communication of 

the University of Bari Aldo Moro. Students are currently 
working in the social learning environment and the results of 
the beta test phase of the dashboard will be soon available. First 
results seem promising but further field test are required for 
both to measure the long-term effectiveness of dashboards in 
the learning process and to improve dashboard functionalities. 

Future developments are under investigation. In particular, 
we are interested in monitoring the evolution of engagement 
indicators over time both for each single student and for the 
whole class. Static or dynamic time mapping approaches will 
be evaluated. Static visualization, such as small multiples, is 
more effective for analysis, whereas dynamic visualization, 
such as animation, was found to be more effective for 
presentation [34]. As stated by Chevalier [35], animations are 
commonly used (1) to replay history of events that occurred in 
a dynamic system allowing users to go back in time, and (2) to 
make activities and change visible at the same time, while 
keeping the user engaged thanks to the ability to attract user’s 
attention, However, animation is not immune to fault such as 
higher cognitive load or perceptual effects of change blindness 
[36]. In order to overcome this drawbacks interactivity may be 
the key to overcome the difficulties of perception and 
comprehension [37] allowing users to explore time dimension, 
if needed, without distracting them from focusing on a single 
moment in time. 

Furthermore, other indicators will be required to provide 
users with further insight of what is happening in the social 
learning environment. In particular, Social Network Analysis 
measures and social network visualization will allow us to 
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make explicit the relationships between users; Discourse and 
Content Analysis will allow us to explicit the topic of interest 
[38]. Even in this case interactive visualization will be useful to 
analyze and present the available data: for instance a tag-cloud 
visualization of topics will allow users to refine engagements 
indicator based on a most relevant or on a specific topic. 
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Abstract The paper presents an overview of possible 

application fields of big data to the Technology-Enhanced 

Learning (TEL), with the many different facets this could 

imply. Many are the benefits for e-learning when 

approaching the collection of data, especially when e-

learning is delivered in a life-long learning perspective. All 

these benefits could impact the future of eLearning, by 

revolutionizing the way we analyze and assess the 

eLearning experience. On one side, we present our 

experience in enriching the persistence layer of an LMS 

with a deeper log system on users’ actions, in the 

perspective of collecting volumes of data compatible with 

big data tools and technologies, while highlighting some 

related issues. On the other hand we will deal with the first 

applications of cognitive systems that are responsible for 

catalysing the big data in analytics aimed at e-learning 

activities. 

 
Keywords: e-learning, big data, LMS architecture, 

cognitive systems  

I. INTRODUCTION 

Today, big data is one of the buzzwords that IT 
researchers and specialists use everywhere. So we have 
seen various "waves" of attention and "hype" on 
technologies and solutions related to Technology 
Enhanced Learning, but many of these hypes have 
revealed to be simply another buzzword and have not 
been consolidated. Today’s buzzword that has been 
sweeping the world for a few years but has only just 
started appearing more commonly in eLearning is Big 
Data [10].  

The term “Big data” refers to the huge amount of data 
coming from many different data sources, that become 
too large, complex and dynamic for any conventional 
data tools to capture, store, manage and analyse. Big data 
approaches and technologies interest many different 
application fields, and we will find “big data ….” in front 
of any data analytics tool. Most of the problems were 
related with data warehouses, technologies aimed at 
supporting decisions based on reconciliation of the 
different databases of the organization. 

The research activities in big data are aimed to find 
faster and more scalable solutions to store and process all 
data collected, instead of using traditional data 
warehousing approaches that are expensive, hard to 
design and to implement. Big Data therefore introduced 
two issues: how to address the problem of storing such a 

large amount of data, and how analytics tools could be 
created for the problem of analysing these huge datasets.  

The paper will present the experience of the authors 
in designing and implementing a mechanism that will 
generate flushes of data from the persistence of the 
virtual learning platform created for managing tens of 
thousands users in our region, both from Academy and 
Industry. After the design of the solution, we have 
implemented a traditional internal method for managing 
the first data source for big data, i.e., dedicated logs of 
the platform. With a potential of more than 70.000 users, 
the volume at the moment are still in the range of the high 
level of database application, with approximately ten of 
thousand users using every day the platform for their e-
learning tasks.  

The tasks are recorded both for educational and 
security reasons, being the logging tasks involved in the 
recording of mouse clicking and in SCORM(Shareable 
Content Object Reference Model)-based material 
logging. Being SCORM logging not enough for some 
educational paths, according to the known limitations of 
SCORM standard, we decided to implement a meta-
SCORM service, where more SCORM packages could 
be used in an educational path. In this scenario, we have 
logs of the platform for clicks and users’ actions, logs 
from the SCORM player, and logs from the educational 
path services.  

In general, there are several elements of data 
gathering and manipulation inside e-learning platforms 
[11] that could  push this application field towards tools 
and techniques typical of Big Data:  

• Traditional Weblogs, being the application a 

web-based software;  

• internal logs of usage of the platform, the so-

called “digital breadcrumbs”, that track the 

learner’s journey throughout the entire learning 

experience; 

• Mobile logs, where data about mobile learning 

actions are collected; 

• Service logs, users’ actions on the different 

elements of the platform like documents, 

forums, blogs, FAQ etc.; 

• logs from the SCORM player, normally an 

external entity respect to the core services of 
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the platform, with the records of the SCORM 

objects’ execution; 

• Tin-CAN API calls, in case the platform is 

connected or acting as a Learning Record Store 

(LRS). 

Recently, a further set of new ideas in e-learning 
could increase the need of a structural change of 
Learning Management System (LMS) architecture 
towards approaches and technologies connected with big 
data:  

• Massive Open Online courses (MOOCs), by 

definition a generator of high volumes of data 

 

• Life-long learning, an old buzzword of e-

learning that is still valid and interesting and,  

most of all, is another generator of big data, 

specifically along time; 

 

• Serious games that will use materials inside the 

platform, thus generating a relevant dataset 

related with users’ performances;  

 

• Big Data will change the way we approach e-

Learning design by enabling developers to 

personalize courses to fit their learners’ 

individual needs [14]. 
 

The paper will present an overview of problems and 
opportunities related with the introduction of a big data 
approach to e-learning, both in the software architecture 
of the platforms and in the approach of e-learning 
stakeholders to this discipline. The paper is divided as 
follows: section 2 will present the potential application 
fields of big data technologies and approaches in e-
learning. Section 3 will illustrate one specific example of 
big data in e-learning, i.e., the change in the persistence 
layer of a software platform for e-learning, while section 
4 will present the use of big data technologies, 
specifically IBM “ask Watson” solution to e-learning 
settings.  

II. BIG DATA AND E-LEARNING: THE POTENTIAL 

APPLICATION FIELDS 

There are a number of reasons why big data may, 
very well, revolutionize the eLearning industry. First and 
foremost, it will allow eLearning Professionals to 
customize the eLearning experience  to provide learners 
with more effective, engaging, and informative 
eLearning courses and modules. Big data also has the 
potential to impact the future of eLearning by:  

a) Offering invaluable feedback. 

 
While online surveys and discussions may offer 

feedback regarding the effectiveness of eLearning 
courses and modules, big data gives to eLearning 
professionals the chance to receive invaluable feedback 
that can be used to pinpoint where the learner, and the 
eLearning course itself, may need to be improved. For 
instance, if a learner is able to look at an analysis of 
where he/she fell short while taking the eLearning 

course, he/she can then figure out how to correct the issue 
moving forward. At the same time, if the online 
facilitator observes that the majority of the learners 
struggle with a particular module or assignment, he/she 
can make proper adjustments to improve learners’ 
performance.  

b) Allowing eLearning professionals to design 

more personalized eLearning courses. 

 
If eLearning professionals are given the opportunity 

to know how their learners are acquiring information and 
what works best for them, in terms of content and 
delivery, then this will result in more personalized and 
engaging eLearning courses. As such, modules can be 
custom tailored to meet the individual needs of the 
learner, which will offer a high quality and meaningful 
learning experience.  

c) Targeting effective eLearning strategies and 

eLearning goals. 
 

Big data in eLearning gives us an inside look at which 
eLearning strategies are working and which ones aren't 
necessarily helpful in terms of eLearning goal 
achievement. For example, you can determine which 
eLearning courses are contributing to skill development 
and which eLearning modules or elements may be 
irrelevant. As such, you can then devote resources to the 
aspects that are working, so that the learners can receive 
the preparation they need to fulfill their career goals.  

d) Tracking learner patterns. 
 

With big data, eLearning professionals gain the rare 
ability to track a learner throughout the entire process, 
from start to finish. In other words, you can see how well 
they performed on a test, or how quickly they finished a 
challenging eLearning module. This helps you to 
pinpoint patterns that will not only enable you to learn 
more about the learning behaviors of the individual 
learner, but your learners’ group as a whole.  

e) Expanding our understanding of the eLearning 

process. 
 

As eLearning professionals, it's essential that we 
learn as much as possible about how learners acquire and 
digest knowledge. Big data gives us the chance to gain 
an in depth understanding of the eLearning process and 
how the learners are responding to the eLearning courses 
we are delivering to them. We can even figure out which 
time of day they learn most effectively or which delivery 
methods allow them to retain information most 
efficiently.  

This information can then be used to take our 
eLearning strategies to the next level. To make a long 
story short, embracing Big Data reshapes eLearning and 
it’s a win-win situation for both the eLearning 
professionals and the learners.  
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III. ONE TESTBED FOR BIG DATA GENERATION: THE 

“ONLINE COMMUNITIES” PLATFORM 

The source of inspiration for big data analysis in e-
learning is a virtual communities management platform 
entirely and autonomously created by our research team, 
starting since 1998. The approach used in most of the 
communities managed by the platform regards what is 
called "blended" approach, i.e. an e-learning mixed 
between frontal and online education training, 
asynchronous and synchronous, with online tutoring and 
frontal work sessions, all supported by our "Online  
Communities" system, of which, around the end of the 
90s, the Faculty of Economics of the University of 
Trento has decided to adopt, followed by other public 
and private institutions.  

Currently, “Online Communities” (OC from now on) 
is mainly used outside the university campus, serving 
approximately 50.000 users from different public and 
private customers against approximately 15.000 students 
in our University [16].  

OC is a dynamic web application, based on the 
metaphor of the virtual learning community, which 
ensures the cooperative organization of work in groups 
of users called “Community”. A virtual community is 
defined as a space of communication shared by a group 
of people, not only related to educational aspects. Every 
community has at least one coordinator and participants 
that are not anonymous. It is natural to imagine a virtual 
community as an aggregation of individuals made 
possible thanks to computers; an extension in the virtual 
learning environments is the class in which the courses 
take place.  

The system is designed from the ground up within the 
Laboratory of Maieutic working group - Department of 
Industrial Engineering of the University of Trento, and is 
able to support the needs of a broad group of users 
(teacher, student, tutor, lecturer, external consultants, 
supervisor, dean, counsellor, secretary, board member 
etc.), customizable within the context in which the 
system is used (for example in a business organization 
we will have different roles respect to the university, as 
president, secretary, director, administrative, board of 
director etc.).  

The participants in the system are not anonymous, 
and have a number of roles; each role brings with it 
specific rights and duties. Therefore, the enrolled users 
participate in a series of communities, fulfilling different 
roles in each of them. The communities are also 
characterized by a series of events that correspond to the 
active involvement of members in different moments. 
OC was released outside of test environments in 1998 as 
a working prototype, then reached through different 
evolution steps its maturity in early 2005, but counting 
on a long experimentation on a limited number of courses 
started at the end of 1998.  

Since September 2005, the system is in operation at 
the University of Trento, involving tens of thousands of 
users, and has become an everyday tool for the teaching 
of many teachers. It represents the technology 
infrastructure used officially by some faculties of the 
university of Trento for testing and supporting new forms 
of teaching based on the techniques and the methods of 

e-learning. In 2007, the Autonomous Province of Trento 
decided to adopt it as its platform to deliver e-learning 
for its approx. 20.000 users. Then the Chamber of 
Commerce of Trento and the Chamber of Commerce of 
Bolzano adopted the platform and extended it to the 
affiliated enterprises, where we have just for the Province 
of Trento approx. 55.000 enterprises with the respective 
users.  

The platform enables the members of any community 
to collaborate using multiple computer services (blog, 
wiki, chat, video conferencing, forums, file sharing, 
diaries , diaries, etc.). These services are used in areas 
collaboratively, both in the training, given the apparent 
closeness between the two environments. It 'also clear 
that, talking about continuing education and lifelong 
learning, the boundary between training and 
collaboration is increasingly being blurred when dealing 
with adults involved in the workplace. The logic of a 
virtual community platform considers any combination 
of people, brought together in a virtual place (hence 
"virtual community") for various purposes.  

From our analysis, at the moment the interaction of 
users generate 2GB of data per month only for the users’ 
actions log, just for 2.000 users/day. It’s clear that the 
overall picture could become much more compelling for 
any software platform where the collection of data could 
stimulate and support DSS from the top management of 
the institution, or where hundreds of thousands 
participants follow intensive MOOCs.  

Most of this data are coming from the first data 
source we used in our experimentation due to its affinity 
with big data data sources, the aforementioned 
“Actions”. It collects all data coming from users’ 
interactions with any OC object or service. It is a sort of 
“sensor” introduced inside the source code of the 
platform in any place is needed the software to capture 
an “action” from the user interface. This is of course a 
relevant enrichment of the logs recorded by the web 
application server, and has been used for many different 
purposes.  

Due to volume issues, the system at the moment is 
blocked on collecting only some types of events, to a 
certain granularity defined by the system administrator. 
This choice has not been a design choice, but a 
performance-related one. From the early 
experimentations, it was clear that the amount of data 
could have compromised the capacity of the DBMS to 
stand data acquisition pace and volumes: a typical 
“Velocity” and “Volume” big data problem.  

Tasks are recorded both for educational and security 
reasons, being the logging tasks involved in the recording 
of mouse clicks and SCORM-based material actions. 
Being SCORM logging not enough for some educational 
paths, according to the known limitations of SCORM 
standard, we decided to implement a meta-SCORM 
service, where more SCORM packages could be used in 
an educational path, mixing them with other services 
provided by the platform (like Wikis, FAQs, forums etc.) 
in a unique view called “educational path”. In this 
scenario, we have logs of the platform for clicks and 
users’ actions, logs from the SCORM player, and logs 
from the educational path service.  

36



From the potential amount of data generated by these 
actions, we started to imagine our big data approach to 
the platform.  

 

Figure 1.  data structures for big data analysis in “Online 

Communities” 

 

IV. BIG DATA AS SUPPORT TO LEARNING 

MANAGEMEMENT AND LEARNING PROCESS 

One of the domains in which you can take on the 
challenge of big data and the cloud is the management of 
learning processes as well as the customization of the 
learning management. The customization of learning 
processes can be accomplished employing the cognitive 
system as the IBM Watson [2] according to a paradigm 
known as to ask Watson, with which you establish a 
triage Watson-student-teacher that will be explained in 
detail in the following paragraphs.  

Thanks to the use of cognitive computing, classes 
become more intelligent, not only for the content they 
make available to the students but for the possibility of 
using student’s data to figure out how to grow the class. 
The observation period may be as long as much as they 
are in the school and beyond[3].  

These systems can also help teachers deal with the 
problems of the students such as school dropout, credits 
recovery etc., thus allowing a process that aim at learning 
customization. The paradigm is innovative and is based 
on the fact that the teacher asks the cognitive system to 
"talk" with the student in order to understand which are 
the strengths and weaknesses to be reported to the teacher 
who then will decide which course materials should be 
delivered to overcome the identified learning problem. 
This feature is known as Ask to Watson and represents 
the aforementioned triage student-Watson-teacher 
which represents the true individual learning 
customization.  

As an example, you can ask Watson to discover the 
learning mode of the student (kinaesthetic, visual, 
auditory) in order to deliver the appropriate training 
material. Or you can ask Watson "to prepare a small 
subclass for the Olympics of mathematics or computer 
science” and then provide the material and proper 
training to achieve particular objectives challengers. But 

the most important thing is the interaction with Watson 
that occurs in spoken language.  

To date, Watson interacts in English, Japanese, 
Spanish and Portuguese, it learns from the students using 
the features outlined in the previous paragraph. In 
addition, the teaching material is densely developed with 
HTML tags and hypertext, so that you do not need to do 
complex searches and the concepts are often proposed 
using games and flowing into the domain appropriate to 
young adults.  

There are many existing projects in this area around 
the world. Georgia's Gwinnet County public schools, is 
the 14th most populous district of the USA and is one of 
the first college that has pioneered the use of Watson. 
Watson has the task of “identifying similarities in how 
students learn and predicting performance and learning 
needs”, while “specific content and teaching techniques 
can be aligned to each of the district's 170,000 students 
to Ensure the best learning experience”. In particular, the 
paradigm is quite complex and is constituted by recursive 
cycles that consist of the following 6 steps:  

i) Watson identifies weaknesses and strengths of 

every students; 

ii) Watson recommends behaviour and contents 

for students aligned to their skills and learning 

styles; 

iii) Teacher selects appropriate learning path and 

Creates a progression plan for student; 

iv) Students consume the recommended content 

from the material plan; 

v) Teachers monitor the progress of the students 

and adjust the plan; 

vi) Teachers use Watson to identify student skills 

attainment aligned to the standards defined. 

 
More specifically, it is interesting to find out how 

they interact between Watson, the student and the teacher 
through the services it offers. The interaction occurs in 
spoken language and consists of three cognitive services: 
I) Ask, II) discover, III) decide delivered in sequence. In 
the first the student asks Watson to guide him, in the 
second Watson teaches the student how to derive the 
answers from the questions asked, in the third the teacher 
sees the results and delegates Watson for the adaptation 
of the training course. This mode of assistance is very 
promising and is bearing much fruit.  

Other challenges have been launched in this field 
especially in the analysis of data and analytics [1][6][7]. 
For example, Wichita State University uses advanced 
analytics to predict potential students chances of success: 
15% boost in registration. Hamilton County, Tennessee's 
Department of Education uses predictive analytics to 
improve student achievement causing the Following 
results: 8% increase in the graduation rate to 80% and 
25% reduction in the annual drop rate. Seton Hall has 
used integrated marketing optimization solutions 
analysing social media to understand how students move 
through the recruitment process: 13% enrolled increase.  

The novelty of this approach lies in the use of natural 
language (English, Spanish, Portuguese and Japanese) 
that allows Watson to discover the student's difficulties 
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and to report them to the teacher who chooses which 
educational materials to provide, and so on until you 
reach the training course objectives that have been 
established for that student. Training materials can be 
chosen on the basis of intellectual channels of young 
people and can be provided on the basis of the receptive 
attitudes of the students (auditory, visual or kinaesthetic). 

At this stage, the interaction through natural language 
helps a lot especially if you are using two essential 
functions of cognitive system that are called speech to 
text and text to speech (see fig.2). The first transforms 
written text into speech, the second performs the inverse 
function. Based on these features, for example 
Sundararajan and Nitta [12], designed and realized a 
tutoring system for K12 students, intensively using 
interactivity, automatic generation of questions, and 
learning analytics. It is worth noting that these features, 
as all the others, are available through Platform-as-a-
Service (PaaS) bluemix IBM and the access for 
Universities is a free of use under the IBM academic 
initiative agreement for six months.  

Watson Ecosystem is one of the largest research 
organizations in the world, only in the IBM business 
intelligence industry spends 6 Billion of dollars for years 
since 5 years. Watson is accessible through a cloud open 
platform called Bluemix (see fig.2), has spread to 35 
countries, with 18,000 programmers who work there and 
500 people making their business all over the world. 
Watson currently has more than 30 services, 15 
underlying platform technologies, and thanks to bluemix, 
enables the output of its API to anyone who requests it.  

 

 

Figure 2.  Watson and their services (boiler plate) inside Bluemix 

Paas 

The big data analytics is the key of managing the 
learning processes [13][14].  This allows us to 
understand and observe the students careers during their 
training to provide them with assistance and suggestions 
about the composition of university curricula, 
management training curricular and extracurricular, 
insights and the advice to acquire specific skills. New 
generations of (special) applications that precisely 
interact with a cognitive system (and therefore are named 

cognos) are starting to appear. An interesting experience 
of using cognitive computing in educational settings is 
the Watson Student Showcase [8] organized by IEEE 
jointly with IBM. Students were challenged in a 
competition where they had to develop cognitive apps, 
using the cognitive computing services included in 
Bluemix.  

The cognitive computing and the internet of things 
(IOT) will be the real innovation of the future. This will 
have the disruptive implications in the way of teaching 
[9]. If you only think about how our laboratories will be 
managed and maintained, with everything on cloud and 
with students interacting with equipment and robots that 
will in turn interact with other things using simple 
interfaces and often through the voice. all this can be 
achieved by developing a new generation of cognitive 
app that uses the voice and therefore might call cognitive 
app (Cognos).  

Cognos learn and communicate with other machines 
making it easy to manage the interaction between man 
and machine and from machine to machine. Consider the 
impact of all this on our teaching laboratories: electrical 
and electronic measurements, computer science, robotics 
etc. Labs may be automated, students will be able to use 
them at anytime from anywhere, without limitation of 
time. An approach of this type will revolutionize 
education, teaching and the contents. Of course cognitive 
computing as Watson and other can make this already 
possible [7].  

Another interesting side is the bureaucratic 
management of teachers and students. For the 
management of students, the observation is not only 
limited to the period of University residence, but can be 
extended before (in high school) and after (in 
employment) in order to have a traceability of the careers 
of the skills and knowledge acquired. All this is achieved 
through the management of big data and through the 
management of platforms dedicated to this type of 
objective. Again cognitive systems [5] well compete 
through the analytics. Even the management of teachers 
is interesting through analytics, and more generally, 
many problems can be managed through analytics 
foreshadowing a smarter Universities [4].  

The analytics can also be extended to networks of 
people who share a common goal. The nose of 
knowledge helped a lot in building a network of expertise 
and knowledge [7]. But this knowledge is often limited 
to students in a class network. This causes the potential 
of the group remain limited. If we were interested to 
boost the potential of this network group should be 
extended to accommodate the students’ knowledge and 
skills from other classes, other universities 
geographically located distant from us. Precisely in this 
regard you may develop a nose of knowledge cognos app 
that extends the capabilities of another app developed to 
the Ohio state university.  

In fact The Ohio State University created a web 
application for the Watson University Competition 
called the "YouDoU" [15] project that helps Ohio State 
students find activities based on their personal 
preferences using Watson technology. An extension of 
personal preferences are also represented by the skills 
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and knowledge acquired during their university studies 
that everyone wants to pool in a workgroup. This 
extension can be managed by nose of knowledge cognos 
app. Many analytics can be used. Analytics can be used 
to measure the reputation that each student acquires in 
each group, by virtue of the activity that takes place 
during the collaboration. This way we can dynamically 
reconfigure the network by combining the elements that 
achieve the highest score, excluding those that bear a 
lesser reputation of a certain threshold, etc.  

Finally analytics can also be applied on Italian 
University’s admission tests to identify the University 
course credits that each student must mature and then 
follow him in his career and give him a concrete and 
effective customized training support.  

V. CONCLUSIONS 

In this paper we presented some application scenarios 
of big data on e-learning. More generally, the authors 
think that the ability to think, learn and understand the 
world around them will be essential to compete in the 
near future both for universities and companies . All this 
will be possible by the use of big data. We are surrounded 
by big data, and it is natural to use them to do business 
through analytics. In Universities, it is natural to use big 
data to manage learning processes in an intelligent way 
and to help individual students to improve their skills. 

From the perspective of companies, we are facing a 
very strong disruptive technology that will transform 
everything, i.e., cognitive computing. Technologies 
related with analytics, cloud , mobility, security are very 
important, but one question arise to which we have to 
find an answer: when will all companies be digitized 
enough to compete in the market and win the 
competition?  

The point is that the process of digitization in a 
company is not among its primary goal, but constitutes 
the premises for further digital revolution: the cognitive 
IOT. The two drivers of this new technology will be 
invisible and cognitive data. Eighty percent of data is 
invisible and is not understandable, “obscure” so to say, 
because it has not a structure but is also stored 
somewhere. This includes video, music, news articles, 
research reports, social media posts, enterprise data 
system etc. The second driver is even stronger and is 
represented by cognitive that no longer requires 
programming.  

Cognitive systems in fact require the use of spoken 
language and there are currently many existing 
applications, although at an experimental level, on sails, 
supply chain, research, child (with dyno cognos), 
bluematch (putting together positions, persons and  
curricula of each one in order to reach specific project 
objectives), education , cooking recipes, medicine, 
meteorology, etc.). The difference between the cognitive 
and the current systems is that systems understand, 
reason and learn. It 'a revolution in technology, business 
and teaching.  

The revolution in teaching will be even stronger 
because it will change the paradigm, the educational 
materials and the laboratories, and this in turn will imply 
the change in the role of the teacher, that will have a co-

coach role assisted by cognitive systems. The support to 
this new paradigm of teaching and learning will cause a 
circular mechanism, where more and more data will be 
needed. So the sooner the e-learning world will realize 
and implement big data inside their technologies and 
processes, the better for the whole e-learning movement.  
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Supporting Mobile Development Project-Based learning by Software
Project and Product Measures

Rita Francese1, Carmine Gravino1, Michele Risi1, Giuseppe Scanniello2 and Genoveffa Tortora1

Abstract— Project-based learning is a kind of learning ac-
tivity which has great educative effect, but which presents
also several issues. In particular, if we consider an university
course that requires the design and the implementation of a
software project, may be difficult to estimate the number of
hours that a team of students has to take to accomplish that
project. There is the risk to underestimate the project (too
difficult) or to overestimate it (too easy) with respect to the
other projects of the same course and the amount of foreseen
work hours. In this paper, we present the experience we gained
in the adoption of Software Project and Product Measures
for addressing the project size of projects performed during a
Mobile Application Development course for Computer Science
students at the University of Salerno. The course foresaw
a project work conducted by students organized in teams.
The goal of the project work was to design and develop an
Android-based application with back-end for smart devices.
Software estimation project measures are applied to some
metrics extracted in the requirement analysis phase to get an
estimation of the effort in terms of man/hours and consequently
to adjust the project size by adding/reducing requirements. The
metrics extracted from the projects of academic year 2013/14
have been used in the successive year for estimating the project
effort and intervene on the project size variables.

I. INTRODUCTION

Software development projects may often be late and
overrun time and cost [1]. These can have a dramatic impact
in case of Project-Based-Learning (PBL) activities, where it
may occur that a student project is late or requires much more
work with respect to the estimation. Effort understimation
may produce the failure of the project and the team members
risk to not pass the exam, while effort overstimation may
produce a project not corresponding to the teacher expec-
tations. The final evaluation can be excessive if the teacher
does not correctly evaluate the project size, or students can
have poor results, while they could have produced more with
appropriate requirements.

Software estimation problems have been largely investi-
gated in the literature. In particular, in [2] the problem of pre-
dicting software project and product measures in the domain
of Android development has been addressed considering as
sample mobile applications produced by students during a
mobile application development course.

In this paper, we try to reduce the gap between the amount
of hours required to develop a project and the real project
effort in the domain of PBL for Android app development.
We decided to try to estimate in the earlier phases of
the projects the required effort and to resize the project

1University of Salerno, Italy {francese, gravino, mrisi,
tortora}@unisa.it

2University of Basilicata {giuseppe.scanniello}@unibas.it

requirements according to this suggestion. In particular, we
exploited the results we got in [2], where we demonstrated
that requirement analysis measures can effectively employed
to estimate software project and product measures of a
mobile app and estimations can be done early in the software
development process. The metrics extracted from the projects
of academic year 2013/14 have been used in the successive
year to intervene on the requirements to adjust the project
size.

The paper is structured as follows: in Section II we discuss
the background concerning PBL and Software Estimation;
Section III describes the learning experience related to the
considered Mobile Application Development course; Section
IV summarizes the effort estimation model we adopted and
Section V describes how it is used to estimate student efforts
and the results from its application. Finally, Section VI
concludes the paper.

II. BACKGROUND

Project-Based Learning (PBL) is a learning approach that
structures learning around projects [3]. It involves both con-
structivisme [4], a learning theory in which learners actively
construct their knowledge, and team-based learning [5], in
which the learning activity is conducted by a team of people
which collaborate to pursuit a common objective.

In particular, Vigotsky [6] puts in evidence the relevance
of the social context and the interaction among pairs to
learn when problems have to be solved. This overcomes
the idea of learning activity where students passively absorb
knowledge from their instructor. When student are motivated
to cooperate they can be successful team member in real
industry environments [7]. However, team work is not only
work together, it requires the team members to plan their
projects activities, to monitor the project progress, and to
disciplinarly manage their work [8].

PBL let students cooperate to solve together problems
typical of the job world. The involvement of students is in
general higher than traditional classroom activities.

The adoption of PBL in Computer Science courses is
growing [9], [10], [11], [12], [13] because it enables the
students to acquire soft skills such as to be able to work
in group as a team, to respect deadline, to take ones own
responsibility, to be able to communicate. All these skills
are considered very relevant for organizations. PBL pro-
motes principles, methods and procedures similar to the ones
adopted for developing real software products [14]. During
the various project phases documentation is produced, fol-
lowing specific standards. This implies that students do not
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have to perform only coding activity, but also to acquire
analysis and writing skills [10].

In [15] we described the learning experience related to
the Mobile Application Development course, summarized
in Section III. During this experience we collected several
product and process metrics useful to assess the project
and process quality. From this experience we gained the
conviction that there was the need of following a project
management approach which takes into account effort es-
timation for assigning correctly dimensioned projects to
students’ teams.

In the literature, estimation approaches have been clas-
sified in different way, see for example [16]. Generally,
they belong to one of this types: (i) expert estimation, as
software experts provides an estimate on the base of his
experience; (ii) formal estimation model, a mathematical
model is created on the base of historical data to quantify the
effort; and (iii) a combination of the other two approaches.
The estimation produces software measures which can be
exploited for project management purpose.

Research studies put in evidence that the best approach
does not exist, but the goodness of the results often depend
on the context and the application domain [17], [18]. Also
the development technology may influence the estimation
accuracy [19].

Software estimation effort has been adopted in [20] for
adjusting the size of database-oriented student projects,
which followed a traditional waterfall development model.
The prediction approach exploited a modified function point
counting tables and use cases.

In this paper we apply the effort estimation model for
mobile application development presented in [2], which is
based on the metrics extracted from the projects of academic
year 2013/14. This model has been conceived using the
dataset of the experience presented in [15] and is detailed
and discussed in Section IV.

III. THE LEARNING EXPERIENCE

The Mobile Application Development (MAD) course is
given at the University of Salerno since the academic year
2011/12. The course focus on the design and development
of Android mobile applications. The course lasts 48 hours,
divided in 24h lectures and 24h laboratory. It is estimated
that for each hour of lab students have to perform at home
two hours of study to implement their project.

In this paper we refer to two successive edition of the
course: the first occurring in the spring of 2014 (described
in [15]), and the second in the spring of 2015. The data got
from the first edition have been used to develop an effort
prediction model for the development of mobile applications,
while in the second one we used the model to address the
work of the student trying to get a balanced project work.

When the course begins, the project work is accurately
motivated by each team by providing a Project Proposal
document. The teacher evaluates this document, in which
the objective of the project, the analysis of existing similar
application, and a preliminary description of functional and

non-functional requirements were provided. In particular, the
teacher imposed the following non-functional requirements:
the operating system is Android, the app had to interact with
a remote server, communicating data through JSON; native
device functionalities have to be exploited, including maps,
GPS, sensors, phone call and SMS. Also the device rotation
has to be managed and the app has to use SQLite to store data
on the device. Games were admitted if they exposed back-
end functionalities, such as account management, multiuser
support, bonus management, and the upgrade of the app.

The team composition was freely chosen by students. We
did not decide to assign randomly team members because the
students had previous experience of project work in several
courses and, at the last term, they know which were the
classmates more appropriate for them. The students were
asked to use GitHub1 for the management activities. The
lecturer created a GitHub account for each team of students.
The templates of documents to be released at the end of the
various development activities were made available in the
GitHub repository of each team.

We established a schedule for each team of students. They
were informed about deadlines and deliverables. The first
deliverable was the project proposal, while the second the
Requirement Analysis Document (RAD). Successively, the
participants had to deliver the different releases of their
mobile app and the final version of this app. To write the
RAD, participants were asked to follow the template by
Bruegge and Dutoit [21]. A RAD is used to document
requirements elicitation and analysis. As for requirements
elicitation, the software engineer specifies functional and
non-functional requirements. Functional requirements are
expressed as free-form text (a summary of functionality to
be implemented) and then in terms of use cases narratives
and use case diagrams. As for requirements analysis, the
software engineer specifies object and dynamic models of
the software. Each identified object of the problem domain
is textually described, while relationships among objects are
illustrated with class diagrams. Attributes and operations
of problem domain objects are detailed only if needed.
The behavior of these objects is documented in terms of
sequence diagrams and state machine diagrams. These kinds
of diagrams are exploited to specify complex behaviors of
either use case or single objects, respectively.

We asked the students to follow an incremental prototyp-
ing development approach. The students were also asked
to show app prototypes to the MAD lecturer before the
conclusion of their project. At the end of the course a
competition named App Challenge was conducted to whom
participated members of International IT industries. This
produced a good competition spirit among participants. The
IT managers judged the final products of good quality and
very near to real apps available on the market.

More detail on the teaching experience of the first edition
are described in [15].

1https://github.com
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TABLE I
VARIABLES DENOTING INFORMATION FROM RADS

Measure Description
FR Number of functional requirements
Act Number of use case actors
UC Number of use cases
Cla Number of classes
SD Number of sequence diagrams

TABLE II
VARIABLES DENOTING INFORMATION FROM SOURCE CODE OBTAINED

BY THE UNDERSTAND TOOL

Measure Description
McB McCabe Cyclomatic complexity
Classes Number of classes
Files Number of files
Methods Number of methods, including inherited ones
NL Number of all lines
LOC Number of lines containing source code
CLOC Number of lines containing comment
STM Number of statements
DIT Depth of inheritance

IV. THE ESTIMATION MODEL

The estimation model has been created by analyzing the
projects of the academic year 2013/14. In particular, we
have considered the projects performed by students during
the MAD course for Computer Science at the University of
Salerno. Participants were originally 57 and were arranged
in 27 teams. Data for 4 teams have been discarded due
to incompleteness issues (e.g., lack of class diagrams or
functional requirements) in the RADs the members of these
teams produced. In the following of this section we describe
how the model was built.

A. Variables

The dependent variable of interest for this discussion is the
Effort, and can be computed as the total effort to develop a
mobile app expressed in terms of person/hour.

In [2] initially were proposed two sets of independent vari-
ables. The first set, reported and described in Table I, collects
variable obtained from the RAD or from the requirements,
while the second set in Table II, collects variables from the
source code gathered by exploiting the Understand2 tool.
These two sets of variables are useful to compare prediction
accuracy of software measures obtained from RADs (RAD
or requirements measures, from here on) against the accuracy
of predictions obtained with measures gathered from source
code (simply SC measures, from here on).

To explain how metrics have been collected, we provide
an example of a project among those considered in our
data analysis, Archeotour. Students of Archeotour team de-
veloped an Android application that provides information
on archaeological sites and suggests tours considering the

2https://scitools.com

user’s position and interests. Weather information is shown
on demand.

The number of functional requirements (FR) of Archeo-
tour is 8. It is obtained by counting requirements listed in the
functional requirement section of the RAD. As an example,
”Select the site on the map and show its description, history
and pictures” is a functional requirement. A functional
requirement can correspond to more than one use cases
(UC). For example, the mentioned functional requirement
is associated to the use cases Show Site and Show Map
in Figure 1 showing one of the use case diagrams of the
project. In this diagram, the number of use cases is 6, while
the number of actors is 2. The number of actors (Act) is
computed by counting the different actors that appear in all
use case diagrams in the RAD. Similarly, the number of
classes (Cla) is computed by counting classes in the class
diagram of the same RAD. For example, the class diagram of
Archeotour shown in Figure 2 is composed of 24 classes. The
number of sequence diagrams (SD) is obtained by counting
how many of this kind of diagrams have been specified in
the RAD.

Some descriptive statistics (i.e., minimum, maximum,
mean, median, and standard deviation values) of the inde-
pendent variables are shown in Table III. For the dependent
variables, descriptive statistics are also reported. We have
also graphically shown the values for our dependent variables
by the boxplots in Figure 3.

B. Estimation technique

The estimation technique adopted in [2] is StepWise
Linear Regression (SWLR) technique [22], which explores
the relationship between a dependent variable and one or
more independent variables, providing a prediction model
described by a linear equation:

y = b1x1 + b2x2 + ...+ bnxn + c

where y is the dependent variable, x1, x2, ..., xn are the
independent variables, bi is the coefficient that represents

Fig. 1. A use case diagram of the Archeotur project.

43



Fig. 2. The class diagram of the Archeotur project.

TABLE III
DESCRIPTIVE STATISTICS OF THE DEPENDENT AND INDEPENDENT VARIABLES CONSIDERED FOR THE ANALYSIS

Variable Min Max Mean Median Standard Deviation
FR 4 23 8.48 8 4.29
Act 1 4 1.59 1 0.8
UC 4 26 10.78 8 5.8
Cla 10 57 21.78 19 12.1
SD 3 16 7.07 6 3.025
McB 48 4030 517.52 282 747.91
Classes 12 967 89.22 54 178.62
Files 5 273 34.19 23 50.16
Methods 192 15222 1510.07 943 2795.71
NL 534 42287 5134.56 2740 7854.72
LOC 258 29456 3599.93 2037 5455.17
CLOC 12 3108 393.56 258 591.7
STM 163 21369 2714.44 1464 3969.11
DIT 2 4 2.44 2 0.58
Effort 30 113 58.82 55 21.04

the amount variable y changes when variables xi changes 1
unit, and c is the intercept.

SWLR allows computing an equation in stages in which
the choice of the independent variables is carried out by an
automatic procedure. These variables can be chosen applying
three approaches: forward, backward, or a combination of
both [23]. The forward approach starts with no variables

in the model. It tries out the variables one by one and
includes them in the model if they are statistically signifi-
cantly correlated with the dependent variable. The backward
approach starts with all the variables and test them one
by one. We remove the variables that are not statistically
significant correlated with the dependent variable. We used
here a combination of forward and backward approaches.
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(a) RAD measures.

(b) SC measures.

Fig. 3. The boxplots of (a) RAD measure values, (b) and SC measure values.

At each step, this combined approach includes or removes
variables one by one if they are or not statistically significant
correlated with the dependent variable. We employed SWLR
because this technique allows computing linear regression in
stages and because it is widely used in the context of software
prediction with appreciable results [17], [24], [25], [26].

To evaluate the goodness of fit of a model, we exploited
the square of the linear correlation coefficient (i.e., R2). This
coefficient shows the amount of variance of the dependent
variable explained by the model related to an independent
variable. A good model should be characterized by a high
R2 value. We also considered the F value indicators and the
corresponding p-value (denoted by Sign. F), whose high and
low values, respectively, denote a high degree of confidence
for the prediction.

C. The obtained effort prediction model

Before applying SWLR, we verified the following as-
sumptions: (linearity) the existence of a linear relationship
between independent and dependent variables; (homoscedas-
ticity) the constant variance of error terms for all the values
of independent variables; and (normality) the normal distri-
bution of the error terms. We performed a log transformation

of the input variables because the RAD measures were not
normally distributed according to the results of a Shapiro
test [27]. Furthermore, we performed the analysis of outliers,
exploiting the Cook’s distance and performed a stability
analysis to eliminate influential observations [28].

The results of performed SWLR are summarized in Ta-
ble IV. We can observe that the model built by RAD
measures are characterized by a Sig. F value less than 0.05,
thus the resulted model is significant. However, the obtained
R2 and F values are not so high.

In particular, the results revealed that best effort predictors
include Cla, the number of classes in the RAD, and Act, the

TABLE IV
RESULTS OF SWLR FOR EACH DEPENDENT VARIABLE USING THE RAD

MEASURES

Dependent Independent
R2 F Sign. F

variable variables (p-value)

Effort
Act

0.233 3.65 0.041Cla
Intercept
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TABLE V
EFFORT PREDICTED

ID Number of participants Act Cla Effort Effort for participant
P1 4 2 31 56.53 14.13
P2 4 2 9 43.01 10.75
P3 3 1 7 49.13 16.38
P4 4 1 45 74.13 18.53
P5 4 2 22 52.40 13.10
P6 3 3 23 47.39 15.80

TABLE VI
REAL MEASURES AND EFFORT RESULTS

ID Number of participants Act Cla Effort Effort for participant Real effort for participant
P1 4 2 31 56.53 14.13 11.25
P2 4 2 35 58.06 14.52 24.75
P3 3 1 7 49.13 16.38 13.67
P4 4 1 30 67.77 16.94 17.25
P5 4 2 44 61.080 15.27 15.00
P6 3 3 23 47.39 15.80 16.33

number of use case actors, enabling the instantiation of the
equation as follows:

Ln(Effort) = −0.272 ∗Ln(Act)+ 0.221 ∗Ln(Cla)+ 3.465

The final estimation model, when transformed back to the
raw data scale, gives the following equation:

Effort = Act−0.272 ∗ Cla0.221 ∗ 31.96

A plausible justification for this outcome is that the
number of classes in a RAD represents the basis for the next
phases of the development process. That is, a developer uses
these classes as starting point for implementation. Therefore,
it seems reasonable that Cla provides useful information
for an accurate prediction of the effort to implement apps.
Furthermore, the number of use case actors give an indication
of those interacting with the app, which is a crucial aspect
for this kind of software.

V. MODEL APPLICATION

The successive edition of the MAD course was conducted
with the same approach. Participants were 22. They were
grouped in six teams. The data from the RAD have been
collected as described in Section IV-A. We examined them
and on the basis of the effort prediction measures, we
proposed some little adjustments to the requirements con-
cerning functionalities to be implemented as new classes. The
number of participants for each team is reported in Table V,
together with the number of actors and classes taken from
the RAD and the estimated effort required for the project
and for each participant. Let us assume that students work
consecutively for three hours. This assumption is due to the
fact that students follow also other courses and have only the
afternoon free. Thus, the number of days to dedicate to the
project implementation is 16. From these results it is possible
to see that P1, P3 and P6 effort predictions are near to 16
days and we decided to leave them as they are; P2 and P5

have to be augmented to reach the required effort, while P4
has to be reduced.

The new versions of the RAD of these 4 projects have
been analyzed and the results are in Table VI, together with
the real effort. As it is possible to note, projects P4 and P5
reached a real effort near 16, while P2 dramatically exceed
the estimation. Except P2, the other 5 projects respected the
established time constraints.

VI. CONCLUSION AND DISCUSSION

In this paper we proposed to apply software estimation
methods to the assignment of project works in mobile
app development learning activities, specifically for Android
application using a back-end server. The model has been
created considering the data of the projects of year 2015 and
has been applied to the RAD measures of the projects of year
2016. On the base of these measures, some adjustment of the
project requirements have been done. The final estimation
results on six projects were good for five of them, except for
project P2, which doubled the required time to accomplish
it. To better understand the reason why P2 was out of time
we examined the type of the various applications. While P2
was a game with synchronization features, the others were
dynamic web applications with Android interface and access
to native features, e.g., an app which provides location-
based search on swimming pools and events related to sea
competitions. The servers-side of P2 was more complicated
because of the need of connecting two players together in
a single game session and transfer data messages between
connected players. Thus, the metric values reported in this
paper seems not to be effective for application with synchro-
nization needs, considering the background of the students.

This approach may be useful to a teacher when it conducts
the same type of course over the years. May be that when the
project dataset grows collecting the data from different years
the prevision may become more accurate. These considera-
tions have to be confirmed by further work performed by
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collecting data of the successive MAD courses. In addition,
a much deeper analysis and setting of groups’ composition
should also be part of a larger, extended and deeper exper-
iment which may consider also different variables, such as
the composition of programmers’ teams, gender, previous
background and motivation. These could be other factors
affecting final results which can be examined in future
investigations.
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Abstract—Social robotics is related to the robotic systems and 

human interaction.  Social robots have applications in elderly care, 

health care, home care, customer service and reception in 

industrial settings.  Human-Robot Interaction (HRI) requires 

better understanding of human emotion.  There are few 

multimodal fusion systems that integrate limited amount of facial 

expression, speech and gesture analysis.  In this paper, we describe 

the implementation of a semantic algebra based formal model that 

integrates six basic facial expressions, speech phrases and gesture 

trajectories. The system is capable of real-time interaction. We 

used the decision level fusion approach for integration and the 

prototype system has been implemented using Matlab. 

Keywords- Affective computing, Emotion recognition, Human-

machine interaction, Multimedia, Multimodal, Decision level fusion, 

Social robotics. 

I.  INTRODUCTION 

In the Human Compute Interaction (HCI) researches and 
studies, facial expression, speech and body movements have the 
major roles [8, 18 and 24]. Due to the aging society and 
increasing cost of health care, elderly care and assisted living, 
there has been significant interest in the development of social 
robotic systems that can interact with humans through the use of 
sensors.  The social-robotic system can be humanoid, computers 
or intelligent machines as in Internet of Things who will interact 
with humans in the daily life. Interacting with humans requires 
understanding emotions [6] and emotions are based on a 
person’s state of mind and partially regulated by personality, 
context and conditioning. Emotion is a language for 
communicating by feelings and it includes approval and 
disapproval to robotic systems. Interactive emotions [8, 16, and 
18] are a subclass of human emotion analysis that humans use to 
interact with each other in close proximity. There are many 
interactive emotions that a person can express to machine during 
interaction, such as happiness, anger, embarrassment, surprise, 
rage, disappointment, confusion, elation, depression, approval 
and disapproval.   Interactive emotions are expressed using a 

combination of verbal and nonverbal modes such as facial 
expressions [7, 10,], speech [17] including silence, gesture 
including body-posture and body-motion. Single mode may not 
give the emotion completely, or may be unavailable during 
emotive interaction.  For example, the face may be occluded by 
the hands during sadness when a person is in deep pain or is 
crying.  A person in shock or deep pain may not utter a single 
word. In the early stages of social robotics, most of the human-
computer interaction in the service industry will involve brief 
commands or query by the human, and the robots will play a 
subordinate role rather than as companion role.  Most of the 
emotion recognition will be limited to the integration of:  

1) Facial expressions, 

2) The limited amount of speech commands and emotional 

phrases to provide as an approval, disapproval, 

encouragement of a robot response or action, and 
3) Gesture analysis of the upper body part involving head, 

hand, fingers, eyes, and lips. 

The speech commands may be restricted to commands like 
“yes”, “no”, “don’t like”, “very good”, “I am happy” etc.  Some 
of these commands may have limited speech attributes such 
loudness showing disapproval or anger. Speech analysis can be 
done by a combination of text-to-speech conversion to 
understand the emotional phrases, and fast Fourier transform can 
be used to derive the variation of speech features such as energy, 
amplitude envelope, pitch during emotional variation. Real-time 
facial expression analysis in a video analysis where emotions 
and emotion transition can be studied by frame-to-frame 
analysis of facial expressions.  Gesture analysis is done by 
analyzing video analysis and depth analysis as in Kinect based 
systems. 

Currently, computational systems are limited to analyzing a 
single mode of emotion expression such as facial expression, 
speech, and (to some limited extent) multimodal analysis [22]. 

  DOI reference number: 10.18293/DMS2016-030
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The current integration of multimodal analysis systems of 
interactive emotions, lack:  
1)  A formal model to combine multiple modes such as facial 

expressions, speech analysis and gestures,  

2)  Complete catalog of upper body gestures, and  

3) Capability of real-time analysis of facial-expressions and 
gestures.   

In biometric systems, multimodal systems have some 
advantages which make the system accuracy and performance 
higher. Here we are using this model to achieve better results 
[23]. This research effort is in the direction of real-time 
integration of multimodal analysis system to derive emotion 
during HRI.  A fusion module combines the weighted scores 
derived from each mode to derive the best emotion.  The major 
contribution, here are: 

1) Implementation of a real-time facial expression system 
based upon integration of geometric features, facial action 
units and facial symmetry [27],  

2) Gesture recognition systems using fuzzy values, 

3) Emotional Phrase lookup module, 

4) Weighted score based Integration of a multimodal system 
based upon an abstract model of multimodal emotion 
analysis. 

The rest of the paper is organized as follows. Section 2 describes 
background. Section 3 describes the overall architecture.  
Section 4 explains the speech recognition system and facial 
expression analysis will be explained in the section 5.  Section 6 
demonstrates the gesture modeling.  Section 6 illustrates the 
implementation and performance results.  Section 7 
demonstrates the related works and the last section concludes the 
work, and describes the future directions. 

II. BACKGROUND 

This section describes the background material related to facial 

expression, speech analysis and gesture recognition and describe 

basic mathematical concepts needed for abstract modeling of the 

emotions. 

A. Components of Emotion Recognition 

   There are three popular psychological theories of emotions: 
James-Lange theory [19], Cannon-bard theory [20] and 
Schater-singer theory [21].  James-Lange theory states that the 
mental state in response to the reactions which caused by 
external stimuli is emotion. Cannon-Bard theory is based upon 
anticipation rather than as a reaction to specific action.  
Schachter-Singer theory states that encountering an emotion 
requires both an interpretation of the bodily response as well as 
specific circumstance at a specific moment.  

Also, there are three major classes of emotions:  

1) Basic emotions, 

2) Emotions that having same basic class, but having different 
intensity, 

3) Mixed emotions that are a combination of one or more basic 
and/or mixed emotions.   

Although, there are some disagreements among researchers, and 
a popular computational theory of Ekman [22] identifies six 
basic emotions: happiness, sadness, surprise, disgust, anger and 
fear.  An example set of emotions having same basic class, but 
different intensities is {relaxed, happy, delighted, and euphoric}.  
Another set is {upset, anger, rage} etc.  An example of mixed 
emotion is {amazed} that is a combination of {surprise and 
happiness} or {envy} which is the combination of {sadness and 
anger} or {despair} which is the combination of {fear and 
sadness}. In general, Facial Expressions have been done using 
these types of systems:  

1) Facial Action Coding System (FACS) based on the 

simulation of facial muscle movement, 

2) Geometric Features Modeling (GFM) based upon the 

movement of major feature-points of the face such as 

dynamic change in location endpoints and curvature of the 

mouth, eye, lips, forehead furrows and space between 

eyebrows. 
The unit of FACS is an Action Unit (AU) that involves a 
segment of a muscle in facial expression.  There are 17 major 
AUs involved in basic facial expressions. Examples of AUs 
involved in facial expressions are: inner brow raiser, outer brow 
raiser, brow lowered and drawn together, upper eye-lid raised, 
cheek raised, upper lip raised, lip corners pulled down, etc. The 
major geometric feature points, involved in facial expression 
analysis are given in Figure 1 which these features-points 
include: 

1) 3 eyebrow points in each of the eyebrows:  
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L
el  and 

R
el  

4) 2 endpoints of nose: 
T

n and B
n  

5) 2 endpoints of mouth:  
L

m  and R
m  

6) 2 middle points of the mouth based on top and bottom lips: 
T

m and B
m  

7) Chin-point denoted as: 

ch . 

The points shaded in dark black-
1

L
e  ,

2

L
e ,

1

R
e ,

2

R
e , T

n and B
n  do 

not move, and act as reference-points.  Remaining spotted-points 
move with emotions, and their displacement is used to derive the 
facial expression. 

 

Figure 1.  Major feature-points on the face 
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   Emotional speech has multiple features such as phonemes, 
emotional phrases, amplitude, syllable envelope, pitch, rhythm, 
quantile and silence.  Phonemes are the basic units of speech.  
During emotional interaction, pitch, amplitude, syllable 
envelope, duration of silence and utterances change 
significantly, act as parameters for the recognition of interactive 
emotions. Gesture is a nonverbal communication using 
perceptible bodily actions such as body-postures and body-part 
movements, including movements of the head, torso, hands, face 
and eyes.  Different components of the emotions are measured 
using different sensors.  Facial-Expression uses image analysis 
techniques to identify the movement of facial feature points, 
speech analysis uses wavelet analysis, FFT analysis, 
morphology analysis, text-to-speech conversion for phoneme 
detection and dictionary lookup to identify phrases. Gesture 
recognition requires image analysis to derive postures and video-
frame analysis to derive motion of various body parts such as 
head, arm, eyes, hand, palm, fingers.  The posture and motion 
are modeled as fuzzy values to reduce the computational space. 
The motion of the body parts can also be derived using skeletal 
and depth analysis used in Kinect. 

B. Mathematical concepts 

The Fuzzy values map a large value-space to a smaller finite 
space.  The major advantages of the use of fuzzy values are:  

1) Reduction of the computational complexity  

2) Nearness to human perception and  

3) Tolerance from the sensor noise.   

 
We use two types of fuzzy sets:  

1) Discrete fuzzy set, and  

2) Ordered fuzzy sets.   

 
   A discrete fuzzy set has values that have no relationship that 
shows transitivity.  For example, a head posture can be {rotated-
left, rotated-right, normal, tilted-left, tilted-right, looking-down, 
looking-up}.  An ordered fuzzy set shows transitive relationship 
between the values, and is used to model motion intensity in 
gesture analysis for better classification of emotion.  For 
example, the speed of a head-motion can be modeled as {still, 
slow, normal, fast, very fast}.  The values in the fuzzy set can be 
mapped onto the ordinals 0… 4:  

Still �0, Slow�1, Normal�2, Fast�3 and Very Fast� 4   (1)  

The use of this mapping allows the use of comparison operators 
on ordered fuzzy sets. Cartesian product of the N sets returns a 
set of N-tuples such ith-field of an element is a member of the ith 
set as shown: 

{1 1. . . ( , . . . , ) | 1 , . . . , }n n i iX X x x x X i n× × = ∈ ∀ =
       (2) 

Two domains can be joined using:   

1) Product-domain that uses the Cartesian product A B× , or  

2) A sum - domain that uses disjoint-union A B+ , or  

3) Function Domain mapping on lifted domains f: A⊥ B.  
Where ⊥ is the bottom symbol used to catch all ill-defined 
mappings. 

III. OVERALL ARCHITECTURE 

Overall architecture (see Figure 2) has six major modules:  

Unit 1 - Facial Expressions Subunit (FE)  
The subunit takes a video-clip that is a sequence of frames, 

and extends the integration of FACS + geometric feature 
analysis technique for real-time basic face-expression 
recognition to derive the ranked subset of facial expressions for 
each frame in the video-clip.  The analysis of a frame may result 
in more than one facial expression due to the:   

1) Partial or full occlusion of the face due to gesture or head 

rotation, 

2) Transition of emotions, 

3) Inherent accuracies in the facial expression technique, 

4) A variation of the facial expression due to the situation, 

personality or culture,  

5) Low emotional intensity. 
The outcome of this facial-expression analysis gives a 

sequence of subsets of derived possible emotions with the 
matching score of the form:  

<FE1,…, FEj, FEj+1,…, FEN>                                             (3) 

   Where N is the number of frames in the clip, FEi is a subset of 
rank facial expressions of the form  

{(e1, s1)… (em, sk)} For k ≥ 1, ei ∈ Σ, si > threshold and si > s(i + 1)                (4) 

  Which e and s are the emotion and its corresponding score 
respectively. 

Unit 2 Gesture Fuzzy Parameterization Module (GFP) 

The model measures different postures and motion intensity 
and frequency of different emotional gesture patterns. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Overall architecture of multimodal fusion 
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The different postures are: body-posture, head-posture,   
shoulder-posture, hand-postures, palm-posture, finger-postures 
and eye-gaze and the various-motions are: head-motion, arm-
motions, eye-motions, finger-motions.  The details of the fuzzy 
parameterization and emotional head-motion gesture is given in 
Section 5. 

Unit 3 - Emotional Phrases Module 

   Emotional phrase modules use a hash function to generate the 
index, and stores multiple emotions with a fuzzy intensity value.  
Once a phrase is recorded, then text-to-speech converter is used 
to derive the text. Individual words are looked up in the user-
specified dictionary to remove the noise in text-to-speech 
conversion.  The speech analysis system is used to derive the 
relative energy level.  The energy level is parameterized to a 
fuzzy value, and the hash function is used in the derived text to 
identify the index of the speech.  Using this index, the 
corresponding set of emotions that closely matches the intensity 
levels are derived. 

Unit 4- FE (Emotion Module) 

   Many adjacent frames will have the same subset of facial 
expressions until the facial expression changes.  We call this 
frame as the emotion transition point.  Thus: 

<FE1, …, FEj, FEj+1, …, FEN> � <(E1, d1), (E2, d2)…, (EM, dM)>         (5)  

Where EI (1 < I < M) is a subset of Σ, and dI is of the form start-
frame: end-frame. The term dI  is used:  

1) To reconcile the emotion in the fusion-module, and  

2) To derive the duration of emotion to match with the 

duration of emotion derived from gesture analysis and 

emotional phrase analysis. 

Unit 5-  GFP (Emotion Module)  

   This module takes the fuzzy parameterized values of different 
body parts and their motion, concatenates them into a long 
string, and creates a string, and performs a similarity-based 
search in K-dimensional space where K is the number of fuzzy-
valued component to identify a possible set of emotions.  The 
attributes of fuzzy-vector representation of head-motion 
trajectory is hashed to derive the possible set of emotions based 
upon gesture.  The duration of the body-motion is noted like unit 
4, and its output is also on the form:  

<(E1, d1), (E2, d2)…, (EM, dM)>                                                                              (6) 

Where EI (1 < I < M) is a subset of Σ, and dI is of the form start-
frame: end-frame.  

Unit 6 - Weighted Fusion of Emotion Module  

The role of the weighted fusion module is to:  

1) Fuse the information of the ranked emotions from the three 

modules to reduce ambiguity and improve ranking scores,  

2) Derive the duration of emotion.   

The input of the FE (emotion module (unit 4), and GP (emotion 
module (unit 5) and unit 3 are a sequence of set of rank emotion 
with the duration.  Under the assumption, that emotions are 
expressed involuntarily in the facial expressions first, the start 
frame of the facial expression should occur before followed by 

the emotions derived from other two modules.  To handle the 
issues that emotions may not be expressed by one or more 
modules, the weight is dependent upon:  

1) Availability of the emotions from the specific mode, 

2) The noise level.   

For example, initial weight is w1, w2 and w3 for the fusion of the 
corresponding modes, the weights wk (1 ≤ i ≤ 3) is altered by: 

 (
3

1

i

i

i

w
=

=

∑ /
3

, 1

i

i

i j i

w
=

≠ =

∑ )                                                                                    (7) 

Since one of the modes is missing.  The fusion is performed by:  

1) Multiplying the ranked score of each emotion by the 

corresponding weight, 

2) Adding the scores of the same derived emotions from 

different weights, and  

3) Sorting the emotions by the descending order of the scores, 

and picking up the emotion with the highest score.   

If the top two scores are very close, then it can be a case of 
emotional transition or mixed emotion. 

IV. FACIAL EXPRESSION ANALYSIS 

We extend the integration of FACS system interaction and 
geometric feature analysis [8] to make the facial expression 
analysis by using facial symmetry and invariance under head-
motion.  There are 13 moving-points (11 active points and 2 
passive points) and 6 references-points.  FACS system analysis 
has been used to derive the features-points that are significant 
during the expression of a specific facial expression. For 
example, for a surprise the all eyebrow points are uniformly 
raised; for happiness mouth corners are stretched, the eye-lid 
point gets lowered; for anger distance between eyebrows 
becomes smaller, inner eyebrow points get lowered.  These 
FAUs have been translated to the corresponding feature-point 
movements as given in Table 1.  We denote vertical-up motion 
by ↑, vertical-down motion by ↓,  horizontally stretched 
outwards by '⟷', horizontally compressed inwards by '↢', 
oblique-stretched downwards by '↘', oblique-stretched upwards 
by '↗'. If the emotion is symmetric, then the subscripts L and R 
have been omitted.  If the movement is optional or shows higher 
intensity increase then it has been placed within the square 
brackets. Conjunction has been shown using concatenation.  
Essential feature-point have been within parenthesis () separated 
by ','.  At least one of the essential feature point motion has to be 
present for the emotion to occur.  Scores are associated with the 
presence of each feature-point motion. 

TABLE1. Feature Point displacements 

Facial Expressions Major Feature-points displacements 

Anger (e1↢ el↑) + [e2↑] +  [mT↑ mB↑] 

Disgusted (mT↑ch↑)  + [{mL, mR}↓] + [mB↑] 

Fear (e1↑, m
L↓ mR↓) + [mT↓] + [e1↢] 

Happiness (mL
↗mR

↗, MT↑mB↓ ch↓mL
⟷mR

⟷) 

Sadness (el↓ mL
⟷mR

⟷) + [ch↓] 

Surprised (e1↑e2↑e3↑el↑ch↓) + [mT↑mB↓] 
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For each feature point, we measure the displacement distance 
and the direction of the displacement.  Thus the derivable facial 
expressions are mapped to a vector of (displacement-distance 
ratio, direction).   

Direction is a discrete-fuzzy set with six possible values: 

1) Vertical-up,  
2) Vertical-down,  
3) Horizontal-compressed-inwards,  
4) Horizontal-stretched-outwards,  
5) Oblique-stretched-upwards, and  
6) Oblique-stretched-downwards.   

Facial expressions can be occluded due to:  

1) Gestures such as hand covering face in case of sadness,  

2) Lighting conditions, and  

3) Head rotation or tilt.   

   In order to complete the information, we use the facial 
symmetry around nose to fill in the information about those 
facial expressions that show symmetry such as happiness, anger, 
surprise, sadness and fear.  Disgust may shows asymmetric 
features. In order to variation of the displacement projection due 
to head motion, we use the distance-ratio (point-displacement 
from the relaxed state / distance between reference-points) 
which go with similar transformation.   

For example, to keep the horizontal displacement we use 

distance between the two outer-eye corners: 
2

L
e  and 

2

R
e  in the 

denominator of the ratio; and for the two noses displacement. 

We use the distance between the two noses-points and B
n .   

There are two types of motion-points:  

A. Points that move in only in vertical up-down direction, 

such as: 

1

L
e ,

2

L
e  ,

1

R
e ,

2

R
e   and 

B. Points that move in all four directions: vertical up-down 

and horizontal inside-outside motion such as: 

L
el , R

el , L
m , R

m , T
m , B

m , ch  

   For the points that show motion in vertical up-down direction 
have only one entry in the facial-expression ratio vector, and 
points that show motion in up-down and stretch-compression 
mode have two entries in the vector.  Based upon the emotion, 
some of the entries may not change during that emotion.   

For example, in surprise, only, R
el ,

2

L
e ,

3

Le ,
2

R
e ,

3

R
e , T

m , B
m and

ch  change. This characteristic of facial-expression ratio-vector 

provides invariance against head-motion as well as specific 
characterization of facial-expressions. 

V. SPEECH ANALYSIS 

   Embedding the component of emotion processing into 

existing speech systems makes them more natural and effective. 

Several approaches to recognize emotions from speech have 

been reported. In a conversation, non-verbal communication 

carries an important information like the intention of the 

speaker. In addition to the message conveyed through text, the 

manner in which the words are spoken, conveys essential non-

linguistic information. The same textual message would be 

conveyed with different semantics by incorporating appropriate 

emotions. Spoken text may have several interpretations, 

depending on how it is said. For example, the word ‘OKAY’ in 

English, is used to express respect, disbelief, agreement, and 

disinterest. Therefore, understanding the text alone is not 

sufficient to interpret the semantics of a spoken utterance. 

However, it is important that, speech systems should be able to 

process the non-linguistic information such as emotions, along 

with the message. Choosing suitable features for developing 

any of the speech systems is a crucial decision.  

We have three important speech features, namely:  

1) Excitation source,  

2) Vocal tract system, and  

3) Prosodic features. 

VI. GESTURE ANALYSIS 

 Gesture parameterization has two modules:  

a) Deriving the posture of upper-body parts and their motions, 

b) Mapping fuzzy to actual values to reduce the search space.   

   These fuzzy values are concatenated so that all the values 

from discrete sets are concatenated together, and all the values 

from the ordered sets are grouped together.  This separation is 

necessary because mismatch in discrete sets leads to failure, 

while mismatch in ordered sets is permissible.  Abstract 

modeling of emotion requires functional mapping of Cartesian 

product of different components to derivable emotions.  Since 

all the component tuples may not map to valid emotional 

elements in the emotional domain, we make the emotion 

domain a lifted domain by introducing a bottom symbol ⊥ in 

the set of well-defined emotions.  The lifted domain allows for 

catching the error conditions when  the tuple of fuzzy 

component values do not map to any specific emotion.  

Fuzzy values are calculated using statistically derived 

thresholds. There are two types of sets:  

1) Discrete sets where the values are not ordered and ordered 

sets,  

2) Ordered sets are used in modeling the extent of posture 

variation and intensity of the motions of various gestures.   

The parameters of the motion are:  

a) Start-position,  

b) End-position, 

c) Frequency,  

d) Speed,  

e) Attack,  

f) Relaxation.     

   The attack is the rate of change of speed until the motion 

attains the peak speed, relaxation is the rate of reduction of 

speed to the speed reduces from the peak speed to no motion. 

The mapping of the components is described by equation (7). 

Posture1 × … × PostureM × Motion1 × … × MotionM � set of possible emotions         (7) 
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VII. IMPLEMENTATION AND PERFORMANCE RESULTS 

   The implementation can be divided into 3 major steps as 

follows: 

 

A. Implementing Facial Expression Sequence Analysis  

   We extract the main parts of the face such as eyes, eyebrow, 

nose and mouth, then find the key points in each segment as 

shown in the figure 1 then we extract the feature vectors from 

extracted key points and train the networks. 

 

B. Implementing Head Gesture Analysis  

   Human head movement is very important in general 

conversation and communication. Despite the influential role of 

the head gestures, very little research has examined the 

gesture’s role in the robot-human interaction process. In 

software module, the pose of the human head is estimated with 

a constraint that the human head is a 3 DOF rigid object which 

has yaw, pitch and roll movements. We have used geometric 

head pose estimation algorithm which estimates the head pose 

through a standard webcam of the computer. The details of this 

algorithm can be found in [12].  

 

C. Implementing Emotional Phrase Matching 

   A cepstrum is obtained by computing the Fourier Transform 

of the logarithm of the spectrum of a signal. There are different 

kinds of cepstrum such as complex cepstrum, real cepstrum, 

phase cepstrum and power cepstrum. The power cepstrum is 

used in speech synthesis applications and here we use it.  The 

approach based on decision-level fusion obtained. The 

performance of the classifier was 94.6%, both for the best 

probability and for the majority vote plus best probability 

approaches.  

 
Figure 3.The decision level fusion 

Table 2 shows the performance of the system with decision 

level integration using the best probability approach. Anger has 

the emotion recognized with highest accuracy. 

TABLE 2. Decision level integration with the best probability approach 

Anger Happy Sad Surprise Disgust Fear  

98.3 0 0 0 4.3 0 Anger 

0 95.4 0 7.2 0 0 Happy 

3.1 0 92.1 0 2.7 2.2 Sad 

9.3 10.4 0 87.5 2.3 5.8 Surprise 

7.2 0 4.1 3.3 90.2 4.2 Disgust 

0 0 0 12.2 11.1 83.3 Fear 

VIII. RELATED WORKS 

    There are many related works in the facial expression 

analysis [1, 10, 25 and 26], gesture analysis [2, 4, 12, and 18] 

emotion recognition in speech [9] and multimodal fusion [3, 4].  

Castellano et al. [7] extended their work to multimodal 

framework integrating face-expression, body-gestures, and 

speech. A Bayesian classifier was used for feature level fusion 

and decision level fusion.  A comparison between unimodal, 

bimodal, and multimodal classification showed that multimodal 

classification is better.    There is an additional need to identify 

features that are relevant to the dynamics of expressive 

emotions, however, their study is limited to identifying eight 

emotions [7]. We have been influenced by the research to derive 

from the research to analyze facial expressions based upon 

action units and map action units based movement to geometric 

feature-point movements [8].  The use of geometric feature-

points and fusion allows for better accuracy in our research.  In 

addition, we use abstract model for gesture analysis.  Our 

geometric point movement based upon study of facial action 

units is generally enough to analyze finer classification of 

emotions and mixed emotions. Many interesting works about 

audio-visual fusion/mapping has been proposed for multimodal 

information processing. For instance, speech based facial 

animation [13], and audio-visual based emotion recognition 

[14]. There is also some work for head motions [15] and body 

gestures [16], however, most of them just focused on the gesture 

recognition. 

IX. CONCLUSION AND FUTURE WORKS 

   In this paper, we have described a detailed methodology and 

an initial prototype implementation of real-time multimodal 

fusion to derive interactive emotion for interaction with social-

robots and intelligent machines with limited emotional phrase 

based interaction.  The proposed integrated system has many 

novelties such as: an abstract model of fusion based upon a 

semantic algebra that the maps Cartesian product of different 

components to derivable emotions, the use of invariant 

displacement of geometric feature-points to identify facial-

expressions, and Gestures based upon head-trajectory and fuzzy 

values of other upper body parts to reduce the search space.  

Currently, the gesture based system is limited to, image analysis 

of feature-points in the head and hand to derive posture.  We are 

looking into Kinect based analysis to integrate skeleton based 

body posture, motion and depth analysis [15] for better 

accuracy. 
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Abstract—Traffic microscopic traffic simulation models have 
become extensively used in both transportation operations and 
management analyses, which are very useful in reflecting the 
dynamic nature of transportation system in a stochastic manner. 
As far as the microscopic traffic flow simulation users are 
concerned, the one of the major concerns would be the 
appropriate calibration of the simulation models. In this paper a 
parameter calibration method of microscopic traffic flow 
simulation models based on orthogonal genetic algorithm is 
presented. In order to improve the capacity of locating a possible 
solution in solution space, the proposed method incorporates the 
orthogonal experimental design method into the genetic 
algorithm. The proposed method is applied to an arterial section 
of Ronghua Road in Beijing. Through comparing with the 
parameter calibration method based on genetic algorithm, the 
advantage of the proposed method is shown. 

Keywords-Microscopic traffic flow simulation model; 
Parameter calibration; Orthogonal genetic algorithm; VISSIM  

I.  INTRODUCTION  

Traffic simulation has become an important and popular 
tool in modeling transport system, with the progress of 
simulation technologies [1]. Traffic simulation models could be 
divided into three categories, including microscopic, 
macroscopic, mesoscopic simulation models. Microscopic 
simulation models simulate traffic at a level of individual 
vehicles [2]. Car-following and lane-changing models are the 
two fundamental components in microscopic simulation 
models. Macroscopic simulation models simulate 
transportation network section-by-section rather than tracking 
individual vehicles. Mesoscopic traffic simulation models 
combine the properties of the microscopic and macroscopic 

simulation models.  For the traffic simulation models, the 
simulation results depend on the initial choice of the model [3] 
and the success of the calibration process [4].  

The calibration of traffic microscopic simulation models is 
defined as the process of finding optimal parameters to match 
the field data so model will accurately represent field measure 
or observed traffic condition [5]. The optimization task 
involves comparing and minimization differences of selected 
indicators, e.g., travel time and queuing length [4], delays [6], 
travel time distribution [7], saturation flow rates [8] and 
emission [9], between the calibration model and the ones 
counted and measured in local traffic network.  

Calibrating traffic model of bigger special and time scopes 
of a traffic network needs deal with a larger number of input 
parameters and calculating processes. In order to decrease time 
consumption, artificial intelligent techniques are applied into 
the calibration of traffic microscopic simulation model. Genetic 
algorithm (GA) has become the most common used calibration 
algorithm for input parameters of the simulations [5, 10-13], 
since Cheu et al., firstly used GA calibrating FRESIM model 
[14]. Other intelligent algorithms are also used in the 
calibration of traffic simulation, e.g., perturbation stochastic 
approximation (SPSA) scheme [15], particle swarm 
optimization (PSO) [16], and neural network approach [4]. 
These methods automate the calibration process to a certain 
degree and it was generally reported that they improve 
simulation performance over the default model parameter 
values. 

Microscopic simulation is a complex system that all 
parameters work together to influence its modeling results. In 
calibrating such a complex model, users could get trapped in 
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the local optima of the objective function, due to the high 
dimension and numerous local optima. This paper focuses on 
the above question of GA when calibrating the driving 
behavior model parameters in VISSIM.  

The exposition of this paper is as follows: the next section 
implements the orthogonal genetic algorithm (OGA). Some 
studies have found that applying an experimental design 
method (orthogonal design) into GA may overcome the 
limitation mentioned above [17-18]. The third section gives the 
procedure of calibrating the microscopic traffic flow simulation 
model based on OGA. The fourth section applies OGA 
calibration method to the calibration of a signal intersection in 
Beijing, and comparing with the GA and orthogonal design 
method respectively. The final section summarizes the paper. 

II. CALIBRATION METHOD BASED ON OGA 

The proposed calibration method employs an orthogonal 
genetic algorithm. This section contains a brief overview of the 
VISSIM calibration parameters set, and the fundamentals of the 
OGA, including the structure of chromosome, fitness function 
and orthogonal crossover decoding. 

A. Selection of Parameters 
In this paper, a microscopic traffic flow simulation, 

VISSIM, is selected as the basic platform for the parameter 
calibration. VISSIM models the psychophysical driver 
behavior and attempts to capture both the physical and the 
human components of traffic [19]. Parameters of two driving 
behavior models are in considered in this paper: the car-
following model and the lane-changing model. After parameter 
sensitivity analysis, i.e., one-way Analysis of Variance 
(ANOVA)[20], four parameters are selected as the calibration 
parameters. Table 1 lists the calibration parameter set, 
including default value, the minimum and maximum value. 

TABLE 1 CALIBRATION PARAMETER SET 

Parameters (xj) Unit 
Default  
Value 

Min  
（uj） 

Max 
（vj） 

x1 Average standstill 
distance 

m 
2 0.5 3 

x2  Additive part of desired 
safety distance 

NA 
2 0.5 3 

x3 Multiple part of desired 
safety distance  

NA 
3 1 6 

x4  Maximum deceleration m/s2 4 2 6 

 

B. The Structure of Chromosomes 
Supposing Pi (xi1, …, xiN) is the ith chromosome, xij is the 

jth parameter value in the ith chromosome. ∀ i=1,2, …, M, 
j=1, 2,…, N=4. M is the total number of chromosomes and N 
is the number of parameters to be calibrated. [l, u]= [(l1, …, lN), 
(u1, …, uN)] defines the feasible solution space and the 
corresponding domain of xj is [lj, uj] (e.g., the domain of x1 is 
[0.5, 3] as listed in Table 1). In this paper, parameters to be 
calibrated are coded into chromosomes, which quantized by 
orthogonal design. We quantize the domain [lj, uj] of xj into Q 
levels, where the design parameter Q is odd.  

Algorithm 1 shows the procedure of constructing 
chromosome. Firstly, we calculate M, where M= QJ，J is the 

smallest positive integer fulfilling
log( ( 1) 1)

log

N Q
J

Q
− +

≥ . 

Secondly, we construct the orthogonal array ( )N
ML Q  

corresponding to the chromosome. Each element aij of the 
orthogonal array ( )N

ML Q  represents the levels numbers in 

orthogonal design, aij∈{0,1,...,Q-1} , ∀ i=1,2, …, M, j=1, 2,…, 
N. Finally, the corresponding parameter value ijx  of aij in 

feasible solution pace [lj, uj] is calculated by the equation as 
shown in follows: 

 
1

j j
ij j ij

u l
x l a

Q
−

= + ×
−

， 0 1ija Q∀ ≤ ≤ −  （1） 

Algorithm 1: Constructing chromosomes 
 
Step 1. Calculating the number of chromosome, M=QJ. J is 

the smallest positive integer fulfilling 
log( ( 1) 1)

log

N Q
J

Q
− +

≥ . 

Step 2. Construct the orthogonal array ( )N
ML Q  

(1) Construct the basic columns： 
      for k=1 to J do 

            
1 1

1
1

kQj
Q

− −
= +

−
 

           for i=1 to JQ do 

               
1

1
ij J

ia
Q −

 −
=  

 
 mod Q 

           end for 
      end for 
(2) Construct the non-basic columns: 

for k=2 to J do 
1 1

1
1

kQj
Q

− −
= +

−
 

for s=1 to j-1 do 
for t=1 to Q-1 do 

( 1)( 1) ( )j s q t s ja a t a+ − − + = × + mod Q 

end for 
end for 

     end for 
                 (3) Selecting the first N columns to construct the 

chromosome encoding array ( )N
ML Q  

Step 3. Calculate ijx  to construct chromosome using (1). 

 

C. Fitness Function 
The fitness function is a combination of the root mean 

absolute square error (RMASE) of travel time (TT) and 
maximum queue length (MQL) and between the VISSIM 
output and field data. The fitness function takes the form of 

56



 
1 2

1

· (1 )totalF
E Eξ ξ

=
+ −

 (2) 

 
2

1 s o
nt nt

n o
t nt

d d
E

T d
 −

=  
 

∑  ∀  1, 2n = , 1,2, ,t T= …  (3) 

where 
E1 = the RMASE of TT 
E2 = the RMASE of MQL 
T= the number of detector station; 

s
ntd = the simulation model output of tth sensor 
o
ntd = the field data of tth sensor station. 

D. Adaptive orthogonal crossover operator 
For each pair of parents (denoted by P1(x11, x12, x13, x14) and 

P2(x21, x22, x23, x24)), performing the adaptive orthogonal 
crossover operation with the probability of crossover pc. 
Adaptive orthogonal crossover algorithm is shown in 
Algorithm 2. 0σ  is the similarity threshold of each dimension 

between two parents .  
 
Algorithm 2: Constructing chromosomes 

 
Step 1. Calculating the number of similar dimension using 

1, 2, 0(| | )j jb Num x x σ= − >  

Step 2. Constructing orthogonal array ( )b
EL F = [ ]ts E ba × , 

with b factors and F levels, using Algorithm 1.  
Step 3. Generating E chromosomes as the potential 

offspring, ,1 ,2 ,3 ,4( , , , )t t t t tP x x x x′ ′ ′ ′ ′ , ∀  t=1,2,…,E. 

for t=1 to E do 
s=1 
for j =1 to 4 do 

if 1 2 0| |j jx x σ− ≤  

1 2

2
j j

tj

x x
x

+
′ =  

else if 1 2 0| |j jx x σ− >  

1 2 1 2
1 2

max( , ) min( , )
min( , )

1
i i i i

tj i i ts
x x x x

x x x a
F

−′ = +
−

 

s= s+1 
end if 

end for 
end for 

Step 4. Calculating the fitness values corresponding to 
each potential offspring and selecting the chromosome 
corresponding to the max fitness value as the offspring of two 
parents P1 and P2. 

In this paper， 0σ =0.005 and F=2. 

Start

Creating initial 
population 

Evaluating of fitness 
function

Is Stopping 
criteria met?

Adaptive crossover 
operation  

Mutation operation 

Generating offspring

Output final result

Stop

Y

N

 
Figure 1 Calibration procedure 

 

III. CALIBRATION PROCEDURE 

 
We develop the parameter calibration program using VB 

language. The details of overall algorithm are as follows (see 
Fig. 1). 

Step 1：Initialization 
Executing Algorithm 1 to generate M potential parents 

(e.g., levels Q = 9 and M = QJ = 92 = 81). The microscopic 
simulation traffic simulation model VISSIM is run with the M 
parameter group as the input file successively. Then M fitness 
values corresponding to the potential parents are calculated. 
Sort the potential parents in a descending sort order, according 
the fitness values. Select the first I := 50 parents as the 
potential initial population P0. In order to keep the individual 
distributing uniformly, we select D := 10 chromosomes 
randomly from the D potential initial population as the initial 
population, denoted by Pgen=1. 

Step 2：Adaptive crossover operation 
For an arbitrary pair of parents, adaptive crossover 

operation is performed with the probability of crossover Pc 
(e.g., Pc =0.75) using algorithm in Algorithm 2 and generate 
offspring population Cgen. 

Step 3：Mutation operation 
Each chromosome in Pgen would undergo mutation 

operation with the probability of mutation pm (e.g., pm = 0.1). 
The mutation operation is as follows: (1) randomly generating 
an integer j∈ [1, N] and a real number z∈[lj, uj]; (2) replacing 
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the jth component of the chosen chromosome by z to get a new 
chromosome. The mutation operation generates a new 
population denoted by Ggen. The fitness values corresponding 
to each new chromosome in Ggen are calculated by running 
VISSIM model. 

Step 4：Selection operation 
In order to maintain the population diversity, we sort the 

population (Pgen + Cgen + Ggen ) in a descending sort order 

according the fitness values , then select the first *70%D  
chromosomes and randomly select *70%D D−     

chromosomes from the rest of (Pgen + Cgen + Ggen ) to 
constructing the next population Pgen+1. 

Step 5：Check stopping rules 

Supposing the max fitness values of iteration gen is max
genF . 

If gen = the maximum number of iterations or 
-1

max max| | 0.005gen genF F− ≤ , the program stops. Otherwise, go to 

Step 2 and gen = gen+1. 
 
 

 
Figure 2 The location distribution of detector stations 

 

IV. CASE STUDY 

A signal intersection constructed by the Ronghua middle-
road and the Rongjing road in Beijing is selected as the test bed. 
The intersection locates at the arterial section of Beijing 
economic-technological development area. The location and 
map are shown in Fig. 2. Field data were gathered at evening 
peak period (18:15-19:15) in July 25, 2011. The traffic 

volumes were video-taped by four cameras, which were located 
at the Station 5-Station 8 in Fig. 2, respectively. We recorded 
the maximum queue length at the entrance (i.e., Station 5-
Station 8 in Fig. 2) into the intersection every signal cycle and 
use the mean of the above queue length as the hourly maximum 
queue length. The travel time was collected by floating cars. 
Fig. 2 shows the start and end points of travel time collection 
detectors, e.g., the Northwest-bound travel time collection is 
from Station 2 to Station 4, the Southeast-bound travel time 
collection is from Station 4 to Station 2. 

The traffic model used is VISSIM Version 5.30. After 
building the VISSIM model, we apply the OGA to the 
parameter calibration. The default size of initial population 
D is 10. When the difference of maximum fitness values of 
two consecutive iterations is no more than 0.005 or the 
maximum number of iterations is 50, the program stops. 
Table 2 lists the relative errors of traffic volumes between 
VISSIM output results and field data at four entrances 
respectively, which shows that the values are all no more 
than 2.21%. 

 

TABLE 2  VOLUME CALIBRATION OF THE INVESTIGATED 
INTERSECTION 

 
Simulation 

Results
（vehicle/h） 

Field Data 
（vehicle/h） 

Relative 
Error 

Northeast-bound 1173 1170 0.26% 

Southwest-bound 486 497 2.21% 

Southeast-bound 1766 1782 0.9% 

Northwest-bound 525 528 0.57% 

 

The proposed method is compared with calibration with 
the GA method and the orthogonal design method. In GA-
based parameter calibration experiments, the fitness 
function, the size of initial population and the stopping 
rules are consistent with the OGA-based parameter 
calibration experiments. In the orthogonal design method, 
level number Q is 9, and the weight coefficient is 0.5. In the 
orthogonal design experiments, the parameter set is 
quantized by orthogonal design. The level number Q is the 
same with the OGA and the GA. The orthogonal array is 
constructed using Algorithm 1. Using the QJ = 81 parameter 
groups as the VISSIM input data and selecting the 
maximum fitness value as the final output results. 

We compare the maximum fitness values corresponding 
to four methods (i.e., default value, OGA, GA and the 
orthogonal method). The RMASE of travel time, RMASE 
of maximum queue length and fitness values are listed in 
Table 3. The maximum fitness value of OGA is 19.43, 
which is much bigger than that of other methods. 
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TABLE 3 COMPARATIVE ANALYSIS OF THE FITNESS FUNCTION 
VALUE 

Methods 
Parameter 
values 

TT MQL 
Weight  Fitness 

RMASE RMASE 
Default [2,2,3,-4] 0.0607 0.3372 0.5 5.03 

OGA 
[1.125,0.5, 
2.25,-2.75] 

0.0225 0.0805 0.5 19.43 

GA 
[1.2,2.6, 
1.33,-6] 

0.0287 0.1380 0.5 11.99 

Orthogonal 
method 

[0.5,0.813, 
1.625,-5] 

0.0430 0.1378 0.5 11.06 

 

Calculate the average errors for maximum queue length 
and travel time, respectively. The formula is as follows: 

 
04

0
1

| |
0.25

s
nt nt

i
t nt

d d
d

ε
=

−
= ∑   {1,2}n ∈  （4） 

where, 

1ε = the average errors of TT 

2ε = the average errors of MQL  
s
ntd =simulation output of tth entrance 
0
ntd = field data of tth entrance 

t=1, 2, 3, 4 represent four entrance, i.e., northeast-bound, 
southwest-bound, southeast-bound and northwest-bound. 

Fig. 3 and Fig. 4 represent the relative error of each access 
respectively. The relative error of the proposed method is less 
than that of other methods. Meanwhile, the relative error of 
travel time is higher than that of queue length, because 
investigators collect the queue length according to estimating 
the length of vehicles. It is obviously that the error must be 
existed. 

 

 
Figure 3 Comparison of TT relative error 

 

 
Figure 4 Comparison of MQL relative error 

 

Fig.5 shows the comparison of convergence performance 
between the OGA-base calibration method and the GA-based 
calibration method. The former method stops when the 
iteration count is 10. Otherwise, the GA-based calibration 
method stops when iteration count is 40. To the OGA-base 
calibration method, it is obviously that constructing initial 
population consumes the most part of consuming time, 
because the program needs to run VISSIM 92 = 81 times to 
generate the output results. So we count the number of running 
VISSIM. Throughout the procedure, the proposed method runs 
VISSIM 238 times, and the later method runs 400 times.   

Considering how the weight coefficient value impacts the 
calibration results. Fig.6 shows the profile of the fitness values 
versus weight coefficient values (i.e., weight coefficient value 
= 0, 0.2, 0.5, 0.8, and 1.0, respectively). The figure shows that a 
significant correlation exists between the fitness value and the 
weight coefficient values. The bigger the weight coefficient 
value is, the bigger the fitness value is. Considering the case of 
weight coefficient = 1.0, which means taking travel time into 
account indicator only, the fitness value is 62.70. Maximum 
queue length may reduce the fitness value, because field data 
collection exist big error. 

GA 
OGA

The Iteration Count

T
he

 F
it

ne
ss

 V
al

ue

Figure 5 Comparison of convergence rate between two algorithms 
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Figure 6 Comparison of the fitness value versus weight coefficient 

 

V. CONCLUSION 

This paper focuses on the automatic calibration method of 
traffic micro-simulation. A parameter calibration method based 
on orthogonal genetic algorithm is proposed. The first step, the 
process and the pseudo code of the OGA-based micro-
simulation calibration method are given. The second step, we 
apply the proposed method to a signal intersection in Beijing. 
In the case study, the microscopic traffic flow simulation model 
VISSIM is selected. We compare the OGA method with the 
GA method and the orthogonal design method, respectively, 
i.e., the maximum fitness value, the relative errors of TT and 
MQL, the number of iteration. Experiment results show that the 
OGA outperforms the GA and the orthogonal design method in 
calibration. This paper also analyzes how the weight coefficient 
impacts the calibration results. A significant correlation exists 
between the fitness value and the coefficient values. 
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