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Abstract

To improve software quality, developers often open a bug repository and allow users to find bugs, describe bugs in the form of bug reports and submit bug reports to the repository. Based on the description, testers assign a priority to each bug report. In the beginning the process of priority assignment is performed manually. With the increasing amount of bug reports, researchers introduced classification methods to assign priorities automatically with all the features considered. In this paper feature selection methods are introduced to improve the effect of bug report prioritization using classification models. The experimental results show that feature selection based on Information Gain and Pearson Correlation can improve the precision and recall for bug report prioritization on two models, i.e., SVM and Naive Bayes.
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1 Introduction

Bug repositories of open software projects are often accessible to the public. Both users and developers can submit problems and suggestions on how to improve the software to the repository in the form of bug reports. A bug report is helpful for debugging in many ways. It creates a communication between bug finders and bug fixers and enables developers discuss how to fix a bug. The openness of the bug repositories makes more people being able to help to find more bugs for the developers, such that the quality of the software can be greatly improved. In order to use bug repository more effectively, bug reports should be managed. Reported bugs should be analyzed to determine whether they are valid or not, correct or not, and unique or not. This is called a bug triage process [1].

Manually validating large number of bug reports can be time-consuming and tedious. Not all the bug reports are regarded as important on the side of developers. Each bug report should be assigned a priority to indicate its importance, and this process is called bug report prioritization. Some bug reports are about meaningful bugs, while other bug reports maybe just suggestions of adding software functions. Bug reports that report meaningful bugs should have a higher priority. If the developers analyze the bug reports one by one, some important bug reports may be postponed.

The amount of bug reports are often very large. In the Wordpress project we studied, there are more than 20 thousand reports. The large amount of bug reports makes it very time consuming to manually assign priorities to bug reports. One way to solve the problem is to ask bug reporters assign the priority. But lacking the full knowledge of the whole project, bug reporters could not correctly assign priorities.

To correctly assign priority to the reports, a bug triager needs to analyze the bug description in the bug report to get the information about which component the bug may belong to, what type of the bug it is, its severity and whether it shall be solved immediately or can be postponed. According to these information, priorities are assigned to bug reports.

Currently, there have been many studies focusing on automatically prioritize bug reports. For example, DRONE [2] analyzed the textual description, author and product of bug reports to assign priorities. Kremenet et al. [3] checked the success and failure of a bug report to prioritize reports. Lamkanfi [4] used various classification algorithms such as Support Vector Machine (SVM) and Naive Bayes to assign priorities for bug reports. In their study textual descriptions were transformed to feature vectors, which were the inputs of classification models. However, the study of [1] tells that not all the features are important for bug report prioritization. Their results motivated us to adopt feature selection methods on bug report prioritization.

In this paper, the textual description of a bug report are first transformed into a feature vector, and then we use feature selection to build a subset of features that can represent the whole set. This subset can give us enough information for classification to prioritize bug reports. The subset could obtain better classification results. In this paper, 7 most popular feature selection approaches including CfsSubset (CF-S), Correlation (CO), GainRatio (GR), InfoGain (IG), OneR (OR), ReliefF (RF) and SymmetricalUncert (SU) [5, 6] are considered. These 7 techniques cover two main feature selection techniques the wrapper methods and filter methods. The wrapper methods search the feature space and evaluate feature set to find the optimal feature subset. The filter methods evaluate single feature, score each feature and rank features according to the scores. We conducted ex-
periments to compare the feature selection techniques and studied the effects of the number of features selected, and we found that GR, IG and CO were more suitable for bug report prioritization.

In our experiment, we evaluated the effects of some popular feature selection techniques on bug report prioritization. Two large open source projects Trac [7] and Wordpress [8] were used.

The main contributions of this paper are summarized as follows:

• We are the first to introduce feature selection methods to find the features that are most relevant to priorities. Previous researches used all the features to classify bug reports but failed to study the important features that are related with priorities. Feature selection can find out the important features.

• We compare different feature selection techniques in bug report prioritization. The results show that Information Gain and Pearson Correlation based approaches achieve the best performance.

• We study the influence of the number of features on the feature selection techniques and find that one third to half of the features are optimal for feature selection.

• We conducted experiments on two large open projects with large amount of bug reports to validate our proposals.

The rest of the paper is organized as follows. Section 2 presents the related work. The introduction of classification is described in Section 3. The framework along with the classification model used is presented in section 4. The experiment setup, evaluation and experiment results are presented in section 5, 6 and 7. Finally we summarize the threats to validity and conclude our work in section 8 and 9.

2 Related Work

Menzies and Marcus were the first researchers that studied the bug report prioritization [9]. They analyzed the severity labels text and information of bug reports of NASA and generated 5 severity labels. They first extracted word tokens from text information of bug reports and then preprocessed the text to remove stop words and performed stemming. Then the words were transformed into feature vectors and then fed into a classification model.

Lamkanfi et al. [10] extended the work of Menzies and Marcus and studied various classification algorithms. They found that SVM and Naive Bayse were two most effective classification models. This motivated us to use these two models in our research. Khomh et al. [11] studied crash reports prioritization based on the frequency of the crashes. In this paper all types of bug reports were studied instead of only focusing on crash reports. All of existing approaches failed to emphasize the features that are relevant to priority. In this paper we introduce feature selection techniques on bug report prioritization to find the most relevant features.

3 Classification of Bug Reports

Classification of bug reports consists of two main processes. The first is training bug reports with priorities assigned correctly by triagers to build a learning model. Suppose that \( R(r_1, r_2, ..., r_n) \) is a feature vector transformed from a bug report for training, \( r_1, r_2, ..., r_n \) are \( n \) values of \( n \) features. Each feature is a word in the bug description, representing one dimension of information of the bug report. Each \( r_i \) represents the frequency of each word occurring in \( R \). For each feature vector \( R_i \), there is a special class label which represents the priority \( y_i \) of that bug report. The output of this step can be represented as a learning function.

\[
 y = f(R) \tag{1}
\]

In function 1, \( f(R) \) can be some regulations or some formulas. In the second process of testing \( f(R) \) receives new bug reports with no priority labels. The output \( y \) is the predicted priority for the input bug report. In order to evaluate a classification algorithm, the bug reports with correct labels of priority will work as inputs such that precision and recall of the classification algorithm can be calculated.

4 Approach

Figure 1 shows the framework of our approach.

1. Preprocess bug reports: A commonly used text transformation method [12] is adopted to preprocess bug reports, and transform reports into feature vectors with each bug report transformed into one vector. In this phase, special symbols, brackets and punctuation are removed. Non-alphabetic words, common words and stop words are also removed, because these words are meaningless and unimportant. Stemming is then applied on the remained words to convert them into their ground meaning. The ground form of each word is seen as a feature. The frequency of occurring of each word in each bug report is generated as the value of a specific feature in a vector.

2. Split data: The feature vector set is divided into two sets, training set and testing set using five-fold cross validation [13].

3. Select features: Different feature selection techniques are applied on the training set to construct a subset of features. The outputs of feature selection are the new mapped feature vector set and the subset of features. The new mapped feature vector set only contains the information of constructed subset of features.
4 Train: Two classification algorithms, i.e., SVM and Naive Bayes are used for training the feature vectors. The output of training is the specific learning model.

5 Classify: The selected features and the learning model are used for classifying the testing set. The output is that each report is assigned a priority class.

4.1 Feature Selection for Bug Report Prioritization

There are mainly two sorts of feature selection methods: “wrapper” and “filter” methods [14]. Wrapper methods search for feature subsets of bug reports and find the subset with the highest quality [15]. Filter methods score for each feature of bug reports based on some criteria, independently. Then the features are ranked according to the score and top $N$ features are selected [14]. In this paper 7 most popular feature selection methods CfsSubset (CFS), Correlation (CO), GainRatio (GR), InfoGain (IG), OneR (OR), ReliefF (RF) and SymmetricalUncert (SU) are studied. The description of the methods are as follows.

- **CfsSubset** (CFS): CFS uses Best First and Greedy Stepwise to search feature space and uses minimum description length (MDL) to measure the correlation inside a subset and correlation between the subset and the priority. The subset with the highest quality is selected [16].

- **Correlation** (CO): CO measures the Pearson Correlation between a feature and the priority to score for each feature [17].

- **InfoGain** (IG): IG scores a feature by measuring the Information Gain between a feature and the priority [18]. The concepts of Information Gain comes from information theory [19].

- **GainRatio** (GR): GR scores a feature by measuring the gain ratio with respect to the priority. GR is a measure extended from IG. The difference is that based on IG GR will further calculate the information generated by splitting the training data according to the different kinds of value of a feature [6].

- **OneR** (OR): OR evaluates a feature by measuring the classification accuracy by using OneR classifier [5].

- **ReliefF** (RF): RF evaluates a feature by repeatedly sampling a feature vector and considering the value of the given feature for the nearest vector of the same and different priority class [20].

- **SymmetricalUncert** (SU): SU evaluates a feature by measuring the symmetrical uncertainty with respect to the priority [21].

4.2 Feature Selection Based Naive Bayes

The Naive Bayes classifies bug reports by calculating the probability of a bug report assigned to a priority label using Bayes rule of conditional probability. The probability of one new bug report belonging to each priority is calculated and the priority with the highest probability is assigned to the new report.

The Naive Bays can be stated as equation 2. $P(C_i|R)$ indicates that given a report $R$, the probability that the priority $C_i$ is assigned to $R$.

$$P(C_i|R) = \frac{P(C_i \times P(R|C_i))}{P(R)}$$

Naive Bayes maximizes $P(R|C_i) \times P(C_i)$ to find the priority with the highest probability for a bug report. The assumption of Naive Bayes is that a value of a feature does not depend on the value of other features. Therefore, $P(R|C_i)$ is calculated by equation 3.

$$P(R|C_i) = \prod_{j \in SF} P(r_j|C_i)$$

If equation 4 is satisfied for each $C_j$, $C_i$ is assigned to the new bug report. In equation 3 $SF$ is the selected feature set. Feature selection techniques will adjust the value of $P(R|C_i)$ to affect the results of Naive Bayes by choosing an optimized $SF$. 

---

**Figure 1: Framework**
4.3 Feature Selection Based SVM

SVM transforms the input feature vectors of bug reports to a higher dimension and then searches for a hyperplane with the maximum margin in the new mapped space [22]. A simple hyperplane can be defined as equation 5.

\[ w \cdot x + b = 0, \quad x = \begin{bmatrix} r_{11} & r_{1j} & \ldots & r_{1n} \\ r_{21} & r_{2j} & \ldots & r_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ r_{m1} & r_{mj} & \ldots & r_{mn} \end{bmatrix}, \quad j \in SF \]

In this equation, \( x \) are the feature vectors of bug reports that lie on the hyperplane, \( b \) is a scalar often referred as a bias, \( w \) is a weighting vector, \( \cdot \) is the dot product, \( SF \) is the index set of selected features. Feature selection techniques adjust \( SF \) to change the hyperplane and will affect the results of SVM.

5 Experimental Setup

In this paper, we use the data set of bug reports of Trac Open Source Project and Wordpress which were popular used on the researches of bug report prioritization [23]. Bug reports of Wordpress and Trac collected between June, 2004 and March, 2013 and August, 2003 and July, 2013 were used in the research. All the bug reports have been assigned 5 classes of priorities by the triagers correctly such that precision and recall of classification algorithms can be evaluated. After preprocessing the number of features for Trac and Wordpress is 18, 231 and 14, 570. Two best classification algorithms SVM and Naive Bayes for bug report prioritization studied by Lamkanfi [4] were used on the experiments.

6 Evaluation

In order to evaluate our approach, feature selection were performed before classification, then the precision and recall, popular evaluation criteria for bug report prioritization techniques [12], were calculated for the classification algorithms. A higher precision and recall mean that the specific feature selection techniques are more capable in finding priority relevant features. Precision is the fraction of all the predicted items that are relevant items. For a priority class \( C_i \) predicted items are all the bug reports to which \( C_i \) is assigned by the classifier. Relevant items are bug reports to which \( C_i \) should be assigned.

\[ \text{Precision} = \frac{|\text{Relevant items} \cap \text{Predicted items}|}{|\text{Predicted items}|} \]

Recall is the fraction of all the relevant items that are predicted items.

\[ \text{Recall} = \frac{|\text{Relevant items} \cap \text{Predicted items}|}{|\text{Relevant items}|} \]

For each priority class the precision and recall are calculated and then the average values are summarized over all priority classes. As prioritizing bug reports manually took much longer time than classification based bug report prioritization techniques did, existing researches focused on the effectiveness and did not study the efficiency and cost of classification based techniques [12].

7 Experimental Results

<table>
<thead>
<tr>
<th>Project</th>
<th>#Bug reports</th>
<th>#Reporter</th>
<th>#Versions</th>
<th>Precision</th>
<th>Recall</th>
<th>Feature selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wordpress</td>
<td>23,848</td>
<td>6,013</td>
<td>18</td>
<td>0.613</td>
<td>0.565</td>
<td>-</td>
</tr>
<tr>
<td>Trac</td>
<td>10,416</td>
<td>4,701</td>
<td>11</td>
<td>0.686</td>
<td>0.679</td>
<td>CO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.715</td>
<td>0.693</td>
<td>GR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.705</td>
<td>0.654</td>
<td>IG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.632</td>
<td>0.577</td>
<td>OR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.623</td>
<td>0.578</td>
<td>RF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.630</td>
<td>0.387</td>
<td>SU</td>
</tr>
<tr>
<td>Best First</td>
<td>0.654</td>
<td>0.34</td>
<td>CFS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greedy Stepwise</td>
<td>0.652</td>
<td>0.536</td>
<td>CFS</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Experimental results of Naive Bayes for Trac project

<table>
<thead>
<tr>
<th>Project</th>
<th>#Bug reports</th>
<th>#Reporter</th>
<th>#Versions</th>
<th>Precision</th>
<th>Recall</th>
<th>Feature selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wordpress</td>
<td>23,848</td>
<td>6,013</td>
<td>18</td>
<td>0.572</td>
<td>0.592</td>
<td>-</td>
</tr>
<tr>
<td>Trac</td>
<td>10,416</td>
<td>4,701</td>
<td>11</td>
<td>0.685</td>
<td>0.682</td>
<td>CO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.723</td>
<td>0.719</td>
<td>GR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.618</td>
<td>0.708</td>
<td>IG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.595</td>
<td>0.603</td>
<td>OR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.606</td>
<td>0.637</td>
<td>RF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.607</td>
<td>0.613</td>
<td>SU</td>
</tr>
<tr>
<td>Best First</td>
<td>0.594</td>
<td>0.644</td>
<td>CFS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greedy Stepwise</td>
<td>0.592</td>
<td>0.645</td>
<td>CFS</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Experimental results of Naive Bayes for Wordpress project

In order to evaluate whether feature selection can find priority relevant features, classification were performed on the original feature vector set and the set which processed by feature selection techniques. In order to get more precise results, all the experiments were conducted 30 times and the average value were recorded.

Table 2 and 3 show the experimental results of Trac project of Naive Bayes. The first column shows the search methods. Original means that original feature vector set without feature selection performed on were used for classification. Rank means that features were scored independently. Best First and Greedy Stepwise are two greedy al-
algorithms based searching methods used by CFS. The experimental results show that feature selection techniques CO, GR and IG can get higher precision and recall than the original case and the other feature selection techniques.

<table>
<thead>
<tr>
<th>Feature selection</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.523</td>
<td>0.517</td>
</tr>
<tr>
<td>Rank</td>
<td>0.674</td>
<td>0.689</td>
</tr>
<tr>
<td></td>
<td>0.694</td>
<td>0.713</td>
</tr>
<tr>
<td></td>
<td>0.683</td>
<td>0.668</td>
</tr>
<tr>
<td></td>
<td>0.545</td>
<td>0.5147</td>
</tr>
<tr>
<td></td>
<td>0.543</td>
<td>0.519</td>
</tr>
<tr>
<td></td>
<td>0.637</td>
<td>0.621</td>
</tr>
<tr>
<td>Best First</td>
<td>0.544</td>
<td>0.582</td>
</tr>
<tr>
<td>Greedy Stepwise</td>
<td>0.542</td>
<td>0.536</td>
</tr>
</tbody>
</table>

Table 4: Experimental results of SVM for Trac project

<table>
<thead>
<tr>
<th>Feature selection</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.533</td>
<td>0.545</td>
</tr>
<tr>
<td>Rank</td>
<td>0.557</td>
<td>0.672</td>
</tr>
<tr>
<td></td>
<td>0.642</td>
<td>0.649</td>
</tr>
<tr>
<td></td>
<td>0.557</td>
<td>0.593</td>
</tr>
<tr>
<td></td>
<td>0.558</td>
<td>0.521</td>
</tr>
<tr>
<td></td>
<td>0.563</td>
<td>0.562</td>
</tr>
<tr>
<td></td>
<td>0.521</td>
<td>0.58</td>
</tr>
<tr>
<td>Best First</td>
<td>0.554</td>
<td>0.518</td>
</tr>
<tr>
<td>Greedy Stepwise</td>
<td>0.552</td>
<td>0.526</td>
</tr>
</tbody>
</table>

Table 5: Experimental results of SVM for Wordress project

Table 4 and 5 show the results of SVM for two projects. From the two tables we can get similar observations with the results of Naive Bayes. By comparing 4 tables we can see that Naive Bayes performs better than SVM.

Figure 2: The influence of the number of features on precision for Trac project

Different number of features were set and the specific precision and recall were recorded for each filter method. Figure 2 shows that the precision first rises and then declines with the increase of number of features selected. The precision of GR reaches its peak when the number of features reaches about one third of the total features. This phenomenon gives us suggestions that a subset of priority relevant features are able to give enough information about the priority. We can also see that GR, IG and CO perform better than other techniques.

Figure 3: The influence of the number of features on recall for Trac project

In Figure 3 we can see that the peak of recall of GR occurs when the number of features reaches about half of all the features, which is later than those in Figure 2. We can also see that GR is obviously better than RF and SU.

Figure 4: The effects of the number of features on precision for Wordpress project

Figure 4 and 5 show that the peak occurs when the number of features reaches about one third of all the features. Then the peak continues until about 13,000 features selected. In these two figures CO and GR are still better than others. The performance of IG is similar with RF worse than GR. The reason is that IG dose not take the number of kinds of values of features into consideration. Features that has too many kinds of values that are not relevant with priority are also selected to make IG not as good as GR sometimes.

Figure 5: The influence of the number of features on recall for Wordpress project

We also used spearman correlation (SC) to measure the
correlation between the assigned priorities and the actual priorities. A higher value indicates a higher correlation. Table 6 shows the average SC of different feature selection techniques.

<table>
<thead>
<tr>
<th></th>
<th>CO</th>
<th>GR</th>
<th>IG</th>
<th>OR</th>
<th>RF</th>
<th>SU</th>
<th>CFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC</td>
<td>0.51</td>
<td>0.55</td>
<td>0.53</td>
<td>0.42</td>
<td>0.38</td>
<td>0.38</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Table 6: Spearman correlation on different feature selection techniques

8 Threats to Validity

In our research the threats to validity mainly came from the experimental errors. The priority of bug reports were assigned by humans. They assigned priorities in a subjective way. Different people may have different opinions on the priorities. In the experiment we only used two projects. However, the projects were all large open source projects with large number of bug reports. This made the experiment results more universal. In the future we will study more projects and more bug reports.

9 Conclusion

In this paper feature selection methods are introduced to improve the effect of bug report prioritization using classification models. The experimental results show that feature selection can pick out relevant features and improve the effect of bug report prioritization on two models, i.e., SVM and Naive Bayes. For the feature selection techniques we studied in this paper, IG and GR based on Information Gain and CO based on Pearson Correlation obtained better performance than other feature selection techniques. We also studied the influence of the number of selected features and found that one third to half of the features were enough to get high precision and recall.
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