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Abstract
Analyzing behaviours of developers in different plat-

forms (in particular, GitHub and Stack Overflow in this pa-
per) can reveal interesting facts related to development ac-
tivities. There are only few datasets for analysing cross-
platform user behaviours, especially across GitHub and
Stack Overflow. Users on GitHub and Stack Overflow are
identifiable by equivalences of email addresses. In order to
increase the number of identifiable users on these datasets,
this paper retrieves potentially identifiable users between
GitHub and Stack Overflow not relying only on email ad-
dresses. This paper employs a classification-based link pre-
diction, which design the user identification problem as a
link prediction problem on the bipartite graph consisting
of users of GitHub and those of Stack Overflow. With the
identification method, this paper generates a probabilistic
dataset containing pairs of users with probabilities (or con-
fidences). This paper, as well, publishes the identification
tool in order to enable further data generation on appear-
ing datasets of GitHub, Stack Overflow and others. The
generated dataset and tool are highly helpful to accelerate
researches on mining software repositories.

1. Introduction
Mining software repositories (or MSR) has become a

largest and important research area not only in software
engineering but also other data scientific research areas
such as data mining and social network analysis. In par-
ticular, cross-platform analysis is a promising analytical
task, however, few researches have studied is on software-
relatred platforms. Software-related platforms including
public software repository sites like GitHub1 and Q&A sites
like Stack Overflow2 contain lots of knowledge related to
software and programming. Many people are related to
software repositories, for instance, software developers and
software users, and they ask several questions on Q&A sites
about software developments, software how-to, parameter

1https://github.com/
2http://stackoverflow.com/

settings of software, etc. Therefore, analysing not only soft-
ware themselves but also activities of related people in other
platforms may reveal highly important and useful facts for
software engineering, for instance, users’ activity relation-
ship analysis on two or more platforms, and recommending
related repositories and question-answers for improving de-
velopments in projects.

However, even though cross-platform analysis is emerg-
ing topic, available datasets related to software repositories
are limited due to privacy issues and other concerns. In
fact, there are lots of software repositories potentially on the
Web, only a few of them however are open in public in the
form of datasets (e.g., database snapshots of GitHub [1] and
Stack Overflow [2]). Additionally, even if such databases
are available, connecting two or more software repositories
for cross-platform analysis is still problematic, especially,
connecting two users on the different platforms is a hard
task. This is mainly because of the lack of common identi-
ties of users. Names, affiliations, occupations, etc. do not
solely work well to identify users on different repositories.

This paper attempts to connect users on GitHub [1] and
Stack Overflow [2] whose datasets are published in the pre-
vious MSR conferences. A straightforward and sure match-
ing approach to connect users on GitHub and Stack Over-
flow is that checking equivalences of MD5-hashed user
emails of GitHub and pre-hashed user emails of Stack Over-
flow (as discussed in [3]). The number of users matched
in the above matching approach is 53760, while that of
GitHub users is 499,485 and that of Stack Overflow users
is 1,295,620. This indicates that only 10.763% of GitHub
users and 4.149% of Stack Overflow users are matched in
the above matching approach. It is highly possible that
more users can be matched, of whom cannot be matched
via emails. Thus, this paper attempts to enhance the match-
ing results with matchings which are not available only by
email address information.

This paper reports a development of user identifications
among repositories, namely, GitHub and Stack Overflow.
This research models the user identification problem as a
link prediction problem [4], which can also be modeled as a
classification problem determining whether a pair of users is
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Figure 1: Overview of the proposed link prediction-based user identification. In the learning phase, user identification module
processes users in GitHub and Stack Overflow datasets to identify users and generate a (user-pair × attribute-combination)
matrix for learning which consists of similarities between users in terms of attributes. The predicting phase firstly generates
a (user-pair × attribute-combination) matrix in the way analogous to the learning phase, and then trained classifiers in the
learning phase predicts whether each pair of users is identical.

identical. The classification problem handles training data
from [1] and [2], because users are identified by the same
email addresses (this paper assumes that same users have
same email addresses, and this assumption is same as [3]).
The training data have only positive examples, so as to clas-
sify whether users are identical, the classification problem
needs negative examples which users are surely not identi-
cal. Since there are far large number of negative examples
comparing with that of positive examples, data skewness
problem must be arisen. Data skewness problem is solved
by down-sampling technique [5]. With the selected train-
ing data, this paper tries representative classification meth-
ods including linear regression [6], logistic regression [6],
k-nearest neighbors [7], decision tree [8], and random for-
est [9], to observe which methods are feasible for user iden-
tification task. Experiments show that logistic regression,
decision tree, and random forest are fairly better than other
methods, and, interestingly, different weights of attributes
are derives in the three methods (cf. Figure 2(a) and Fig-
ure 2(b)).

This paper mainly contributes to share the extracted
datasets as well as a tool which identify users on GitHub and
Stack Overflow using aforementioned identification meth-
ods. The datasets are probabilistic because of the result of
statistical classification methods, however, the datasets are
still useful for cross-platform analysis with handling proba-
bilities. The user identification tool provides more possibil-
ities to extend the datasets for published datasets of GitHub,
Stack Overflow, and other software repositories. The clas-
sification methods can be replaced by appearing more so-
phisticated methods. The datasets and the tool are expected
to accelerate research and developments related to software
repository mining and other close fields.

Contributions of this paper are summarized as follows:

• User identification mechanism is proposed in this pa-
per. The mechanism is inspired from classification-based
link prediction methods. To realize successful user iden-
tification, this paper discusses the construction of training

data by tackling with the data skewness problem.

• Various classification methods are examined in order
to test which classification methods are appropriate to
this task. The real dataset-based experimentation real-
izes that best classifiers are possible to identify users with
10% cross-validation errors.

• Datasets and a tool for user identificatiolns are made
public and customizable. Therefore, the tools can be
improved by public developers. For instance, classifi-
cation modules can be replaced by more sophisticated
modules, and extending identification methods by adding
other datasets related to software engineering and others.

2. Link Prediction-based User Identification

This paper extends the datasets of GitHub [1] and
Stack Overflow [2] by a supervised learning technique (i.e.,
a classification-based link prediction) to probabilistically
identify users in each of them. This paper models user iden-
tification problem as a link prediction problem [4] which
identifies presences of links between nodes in a graph. The
user identification problem on users of GitHub and those
of Stack Overflow is modeled as a link prediction problem
on a bipartite graph. This work realizes the link prediction
based on similarities between users.

Figure 1 overviews the proposed framework for link
prediction-based user identification. The framework con-
sists of two phases, learning phase and predicting phase.
The learninig phase trains classifiers using obviously identi-
fiable users who are identified by email addresses. The pre-
dicting phase identifies users using the trained models in the
learinig phase. The following sections explain the detail of
the framework including attribute selection, similarity com-
putations via the attributes, and a prediction methodology
using existing standard classification methods.



Table 1: Selected attributes on datasets. For GitHub dataset,
attributes on users table and descriptions of projects
table characterize GitHub users. For Stack Oveflow dataset,
attributes of users table, question contents in posts ta-
ble, and replies for questions in comments table.

Dataset Table Attribute Type

GitHub
users

name text
location text

created at date & time
projects description text

Stack Overflow

users

display name text
location text

creation date date
about me text

posts
body text
tags text
title text

comments comments text

2.1. Attribute Selection on Each Dataset
The aim of this paper is to identify users on the datasets,

thus user-related attributes are only necessary in the orig-
inal complicated data. In GitHub data, this paper mainly
uses users table which includes personal information reg-
istered on GitHub, and also includes project information
because repository information indicate users’ interests on
developments. Similarly, in Stack Overflow data, this pa-
per uses users table as well as questions and answers
which also indicate users’ interests on developments. Con-
sequently, Table 1 for classification depicts selected at-
tributes and their content types for each dataset. There are
three types on the selected attributes, namely, text, date
& time, and date.

In order to compute similarities between users, com-
binations of attributes are determined in a heuristic man-
ner, and similarities for the combinations are calculated via
well-studies metrics. This paper decides the combinations
as shown in Table 2. Basic idea of the combinations are
to combine semantically similar attributes. For instance,
“users.name” in GitHub and “users.display name” in Stack
Overflow are combined because they both represent names
of users, and “projects.description” in GitHub and “Stack
Overflow.users.about me” are describing interests of users,
indeed, descriptions of projects related to users can repre-
sent users’ interests.

2.2. Similarity Measures
Measuring similarities for the combinations denoted

above are classified into (1) similarities between textual
attributes, and (2) similarities between date & time and
date. For textual similarities, various similarity functions
are available (e.g., edit distance and cosine similarity be-

Table 2: Combinations of attributes (b) for (user-pair ×
attribute-combination) matrix constructions. The combina-
tions of attributes are selected based on similar contexts like
name vs. display name, location vs. location,
description of projects vs. body of questions, etc.

Attributes on GitHub Attributes on Stack Overflow
users.name users.display name
users.location users.location
users.created at users.creation date
projects.description users.about me
projects.description posts.body
projects.description posts.tags
projects.description posts.title
projects.description comments.comments

tween bags of words), and set-based similarity on trigram-
based bag of words has achieved good matching perfor-
mance. In the combinations (Table 2), this paper fur-
ther divides the combinations of textual attributes into two,
namely, “users.name” in GitHub and “users.display name”
in Stack Overflow, and other combinations. The similar-
ity function for the former is cosine similarity (Equation 1)
with trigram-based bag of words vectors, because names
are relatively short and are same or similar in different ser-
vices. That for the latter is cosine similarity (Equation 1)
with TFIDF-based vectors.

Cosine(v1,v2) =
v1 · v2

|v1||v2|
(1)

For the similarity between the date & time
(i.e., “users.created at” in GitHub) and date (i.e.,
“users.creation date” in Stack Overflow), this paper
defines a similarity function between dates by converting
the date & time into date. The similarity function takes the
inverse of the duration between dates, formally:

DateSim(date1, date2) =
1

|date1 − date2|
(2)

2.3. Link Prediction
Given two users in GitHub and Stack Overflow, a

classification-based link prediction classifies whether they
will be connected in the future. There are a tremen-
dous number of classification methods, and this paper se-
lects fundamental classification methods (i.e., linear regres-
sion [6], logistic regression [6], k-nearest neighbors [7],
decision tree [8], and random forest [9]), because they
are well-known methods as well as they are available on
popular machine learning libraries including scikit-learn3,

3http://scikit-learn.org/



Spark4, WEKA5, and Mahout6.
Classification is applied to a matrix which rows corre-

spond with pairs of GitHub users and Stack Overflow users
and columns correspond with combinations of attributes
shown in Table 2. Elements in the matrix hold similarities of
corresponding pairs of users on a combination of attributes.

For learning classifiers, training data are prepared from
known identification method which is based on email ad-
dresses and their hashed values. As discussed in [3],
users on GitHub and Stack Overflow are identified by the
equivalences of MD5-hashed user emails of GitHub and
pre-hashed user emails of Stack Overflow. The identi-
fied user pairs are used as positive examples. The nega-
tive examples are extracted based on identified users (de-
noted as I) by making pairs of identified users with other
users. Formally, given a user gu ∈ GitHub.users ∩ I (or
su ∈ StackOverflow.users∩ I), a negative example pair
is (gu, nsu) where nsu ∈ StackOverflow.users\I (or
(ngu, su) where ngu ∈ GitHub.users\I).

2.4. Skewness Problem
Classification-based link prediction on the aforemen-

tioned training data easily fails, because of the data skew-
ness problem. The data skewness problem is a famous prob-
lem on classification tasks, that is a classifier is trained to
classify all labels as positive (or negative) when learning ex-
amples are skewed to positive (or negative) examples. This
is because, in the training step of a classifier, it gets lower
error rates if it classifies all examples into a major label.

In order to solve the skewness problem, this paper em-
ploys down-sampling technique [5]. Down-sampling are
typical options to avoid the skewness problem, which equal-
izes the number of positive examples and that of positive
examples. Suppose that the number of positive examples
in the aforementioned dataset is M and that of negative ex-
amples is N where M << N (in the fact of the dataset,
M = 53760 and N = 96.5 billion), down-sampling per-
forms random sampling on the negative examples in order
to make M ≈ N .

3. User Identification Quality Analysis
This section inspects the qualities of user identifications

over the classification methods (i.e., linear regression, logis-
tic regression, k-nearest neighbors, decision tree, and ran-
dom forest) and discusses the balance of importance of the
combinations of attributes to contribute to accurate classifi-
cations. The inspection is done with datasets of GitHub [1]
and Stack Overflow [2]. The number of users in the former
dataset is 499,485 and that of the latter dataset is 1,295,620.

4http://spark.apache.org/
5http://www.cs.waikato.ac.nz/ml/weka/
6https://mahout.apache.org/

In the learning phase, 53760 users are used for positive ex-
amples and 107,520 users are used for negative examples
(extracted as discussed in Section 2.4).

For determining best classification methods for this task,
this paper examines the five classification methods by 10-
fold cross-validation of the training examples. Figure 2(a)
displays average cross-validation errors of classification
methods. The figure indicates that random forest (RF), lo-
gistic regression (LG), and gradient boosting decision tree
(GBDT) are better accuracy than linear regression (LR) and
k-nearest neighbors (kNN), thus this paper employs RF, LG,
and GBDT classifiers for the tool (Section 4)7.

Interestingly, there are differences of learned weights
for the combinations of attributes. Even though the se-
lected classifiers achieve similar accuracy of classifications
as shown in Figure 2(a), they have different preferences on
the combinations. Figure 2(b) displays normalized weights
(in order to make them comparable) indicating the impor-
tance of the combinations of attributes for accurate classi-
fications. For instance, RF gives a higher weight on the
combination of user names, which indicate that user names
are the most important factor to identify users. For another
example, GBDT indicates the combination of dates is the
second most important factor. As the different weights are
learning by these classifiers, they might provide different
probabilistic datasets.

4. Dataset and Tool
The generated dataset and generating tool are available

on project page PJD GHSO8 on GitHub. The dataset con-
sists of a simple schema (namely, 〈g user, s user, prob〉),
where g user and s user represent user IDs of GitHub and
Stack Overflow, respectively, and prob expresses the prob-
ability when these users are identical. For the first draft of
published datasets, it contains 50k pairs of users classified
by GBDT classifier.

The tool contains classifier learning modules and pre-
diction modules. For the learning modules, they include
similarity computation modules and learning modules. The
former loads raw data to provide similarity measures for
each combination of attributes on the pairs of training ex-
amples. The latter learns classifiers based on the similarities
on the combinations of attributes and true labels of the pairs
of users. The learned models are available in the tool and
they are updatable for leaving space for improving classifi-
cation accuracy. With the learned modules, prediction mod-
ules load them and predict labels for given pairs of users in
GitHub and Stack Overflow. The prediction results are writ-
ten in the aforementioned format.

7The published tool includes all of the classifier models.
8https://github.com/Taka-Coma/PJD_GHSO

Note that the project page is yet to be designed for public but for reviewing
this paper. When this paper accepted, the page includes title of this paper,
conference name, and other related information.
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neighbors (kNN), random forest (RF), logistic regression (LG), and
gradient boosting decision tree (GBDT). LR is significantly worse
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not significantly different. Consequently, RF, LG, and GBDT are
better classifiers for the task.
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(b) Normalized learned weights of attributes. The better classifiers in
(a) are selected. The weights indicate the importance of each combi-
nation of attributes. Interestingly, the weights for each classification
(LG, GBDT, and RF) are different. For example, RF considers much
higher importance on similarities between user names for accurate
classification, while GBDT considers that similarities between dates
are important.

Figure 2: Experimental evaluations: (a) performance comparison of classification methods, and (b) learned weights for
combinations of attributes for selected classification methods.

5. Discussion – Research & Application

The proposed tool and dataset increase research oppor-
tunities related to MSR, knowledge discovery, data mining,
data management, etc. Developer behaviour analysis [3]
is one of the fundamental research in order to reveal be-
havioural facts of developers on multiple platforms (i.e.,
GitHub and Stack Overflow). Vasilescu et al. [3] have an-
alyzed associations of users’ activity between GitHub and
Stack Overflow. However, their work is limited to users
identified by email address-based matching, thus the num-
ber of identified users are limited comparing with the pro-
posed dataset in this paper. Therefore, they might miss
some facts behind. The proposed dataset increases the
opportunities of user behavioural analyses on GitHub and
Stack Overflow in a probabilistic manner. Indeed, the
dataset is not perfectly certain, but stochastic analyses can
be used instead.

The dataset can be considered as an auxiliary dataset for
applications on GitHub and Stack Overflow. For instance,
repository recommendation on GitHub [10, 11, 12] has
been studied to recommend relevant repositories to users.
There are several ways of evaluating relevance of reposi-
tories (e.g., network analysis-based relevance, vector space
similarities). For another example, user recommendation
for review process on GitHub [13, 14] has been studied to
smoothly managing developments. In general case of rec-

ommendation, lack of users’ activities is critical for rec-
ommendation accuracy including the cold-start problem.
In such situation, joining auxiliary datasets helps enhance
users’ activities on the dataset to the prior dataset, therefore,
the joined dataset realizes better recommendation as well as
solving the cold-start problem. Consequently, the proposed
dataset acts as an auxiliary dataset to both GitHub and Stack
Overflow datasets, and is expected to improve accuracy of
applications.

6. Related Work
This paper aims at finding identical users on different

platform, and this paper is, in the best of our knowledge,
the first work of exploring identical users on GitHub and
Stack Overflow and publishing datasets and identification
tools. Wang et al. [15] have studied the user identifica-
tion problem on different sites. Their approach only re-
lies on user names by taking variations (like abbreviation)
of user names into account for similarity computations be-
tween users on different platforms. They show that even
only user names, moderate user identification accuracies
can be achieved. While, this paper takes possible attributes
into account to improve user identification accuracy, and
the learned weights in Figure 2(b) indicate other factors are
also important to identify users in different platforms. Mo-
toyama et al. [16] gather attributes as sets of words and cal-



culate similarities among users based of the sets. They con-
sider all attributes equally, however, this paper distinguishes
attributes and classifiers take different importances for dif-
ferent combinations of attributes. Zhou et al. [17] have
also studied user identification basically on social media
network platforms like Twitter9, Sina Microblog10, Face-
book11, and RenRen12. They rely on topologies of social
media networks, so their approach is not much applicable
to datasets on GitHub and Stack Overflow. This is be-
cause users on GitHub (resp. Stack Overflow) are con-
nected lesser than those on microblog-based social media
networks. Zheng et al. [18] and Kong et al. [19] have
been proposed content-based user identification. Zheng et
al. [18] have identified users by their writing styles of mes-
sages on social media networks. The writing styles for
individuals on GitHub and Stack Overflow are not surely
evidential for identifying users between them, due to the
differences of what to write as contents. While, Kong et
al. [19] have attempted to identify users with spatio, tem-
poral and textual similarity measurements with assumption
of location-based social media networks. However, GitHub
and Stack Overflow are not location-based services, there-
fore, their approach is not applicable.

7. Conclusion

This paper reports a user identification tool between
GitHub users and Stack Overflow users by applying
classification-based link prediction methods, and publishes
a dataset of identified users with probabilities. This
dataset expands the originally identified users on datasets of
GitHub and Stack Overflow with email address-based iden-
tification. The proposed tool classifies with 10% errors in
learning process.

This paper suggests two future works for improving the
proposed tool in terms of quality and performance. There
are several ideas for improving the quality: (1) ontologi-
cal similarities on geographical attributes (i.e., locations)
can provide more appropriate similarities on geographical
attributes, and (2) more sophisticated classification and re-
gression methods can improve the classification accuracy.
The performance can be improved by two folds, scalability
and storage. The learning module and predicting module
should become faster by parallel and distributed computing
(e.g., Hadoop, Spark or GPGPU). Because of large num-
ber of possible user combinations, large storage is necessary
even for intermediate results.

9http://www.twitter.com
10http://www.weibo.com
11https://www.facebook.com/
12http://www.renren.com
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