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Abstract

Medical Cyber-Physical Systems (MCPS) integrate the cyber space and physical world elements for promoting support for health assurance activities. MCPS are life-critical systems, demanding a strong engineering effort to guarantee safety, what directly impacts on testing process. Testing MCPS using real patients is very expensive and complex, since their lives are involved. Thus, the use of patient synthetic data becomes a promising approach. In this paper we propose a model for improving accuracy of patient synthetic data for testing MCPS based on regression models. We use an existing Patient Baseline Model to generate vital signs of patients, but improving the statistical analysis. Using our approach we increased in about 73.9% the quality of the regression models and, consequently, their accuracies.
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1. INTRODUCTION

The use of computing resources is increasing daily in personal and corporate environments. Since virtual entities directly react to stimuli produced by physical entities, these elements end up becoming a huge source of information for its users. This scenario, in which embedded computing units are in constant interaction with real world elements to monitor and control physical processes, forms the so-called Cyber-Physical Systems (CPS) [1].

CPS applied to health are commonly called Medical Cyber-Physical Systems (MCPS) [2]. In this sense, designing such systems has become an increasingly complex task due to the need to ensure the patient safety at runtime. This guarantee can be achieved through system verification and validation, what requires high abstraction level, realistic simulations and relevant tests.

Several models have been adopted as a way of representing the physical and cyber elements in the health field. Hotehama et al. [3] presented a cardiovascular model to predict blood pressure and heart rate during physical exercises. Van Heusden et al. [4] proposed an artificial pancreas model for patients with type 1 diabetes mellitus, with the goal of improving glucose control in such patients. Wu et al. [5] and Bhaduri et al. [6] used artificial neural networks to investigate the correlation between blood pressure and some variables such as alcohol consumption, body mass index (BMI), age, and exercise, thereby building patient models to represent specific behaviors of the human body. Finally, Khan et al. [7] provided a glucose control system to be used to prevent hypoglycemic episodes, in which the patient model (i.e., the artificial pancreas) establishes a relationship between heart rate and blood glucose level.

Although there are several related works to develop MCPS, testing MCPS is still a challenge. Using real patients is very expensive and complex, since their lives are involved. Thus, the use of patient synthetic data becomes a promising approach. In this context, Silva et al.[8] presented a model-based architecture to support testing of MCPS. The authors introduced a Patient Baseline Model that uses regression models to generate synthetic data for the heart rate (HR), respiratory rate (RR), blood pressure (BP), and body temperature (BT) vital signs. In addition to proposing a new model, Silva et al. discussed the patient models proposed in other works, thus proving that the use of statistical data in order to obtain knowledge on human behavior is a common - but nontrivial - method. However, the potential predictor variables selected for the statistical analysis, as well as the use of the regression models for the vital variables, generated insignificant statistical results. In this case, the regression models inherent to the heart and respiratory rates, systolic blood pressure and body temperature represented only 48.9%, 31%, 51.1% and 48%, respectively, of the variability of the data contained in the samples selected for analysis.

Two main issues must be considered in the Patient Baseline Model: (i) predictor variables are not sufficient to explain the vital variables because the linear correlation among them is weak; (ii) the sample selected to perform the statistical analysis is heterogeneous, since the records
contained in this sample were collected in a time in which the individuals were admitted to intensive care units. This means that the patients were presenting the most varied critical health conditions.

In this research, we investigate the above mentioned issues to improve the quality of the prediction and accuracy of the regression models that compose the Patient Baseline Model. Therefore, in order to answer the following research questions, we declare their respective null hypothesis:

Q1: Can the regression models proposed by Silva et al. [8] be improved by modifying the predictor variables?

H1-0: There is no way to improve the regression models proposed by Silva et al. [8] by modifying the predictor variables.

Q2: Can the regression models proposed by Silva et al. [8] be improved by selecting a homogeneous sample?

H2-0: There is no way to improve the regression models proposed by Silva et al. [8] with the selection of another homogeneous sample from the database.

To investigate such issues, we present an experiment that was divided into the following three steps:

Step 1: Investigate the literature in order to identify the potential variables that are strongly correlated with each vital variable of interest (i.e., HR, RR, BP and BT);

Step 2: Select a sample from a database containing patient records in intermediate treatment periods in order to obtain better quality indicators for the regression models;

Step 3: Perform statistical analysis in order to obtain regression models that can better explain the vital variables of interest.

The remainder of this paper is organized as follows. Section 2 describes the characterization of the population of interest, as well as the statistical analysis performed to obtain the regression models for the vital variables. In Section 4, we discuss the threats to the experiment’s validity. Finally, in Section 5, we expose the final considerations.

2. MATERIALS AND METHODS

In the literature review, we identified some works that define a set of potential predictor variables for each vital sign. These variables are presented in Table 1. With the possibility of a multicollinearity problem in the construction of the regression models, only the systolic blood pressure was used, as safeguarded by Gavish [9], ignoring the diastolic blood pressure, as they have a strong correlation.

We used the same database used by Silva et al. [8] to collect patient’s records containing the larger number of potential predictor variables identified for obtaining the new regression models for vital signs. This database, so-called MIMIC II Clinical Database [13], is made available freely by the American service PhysioNet. The information in this database refers to patients admitted to Intensive Care Units (ICU) whose data were collected from bedside monitors and hospital files. In addition to general patient data, other information can be found such as patient’s conditions at time of admission, vital signs and physiological parameters, drug administration, laboratory tests, and other information described in the doctor’s report.

From the analysis of the patients’ records found in the MIMIC II database, we identified and collected some of the variables presented in Table 1, such as age, gender, alcohol consumption, cholesterol, blood glucose, weight, height, oxygen consumption, medications and diseases, and the vital variables of respiratory and heart rate, blood pressure, and body temperature. These variables served as basis for the establishment of the linear regression models that compose the Patient Baseline Model.

2.1. Definition of the Population of Interest

Due to the large amount of records found in the MIMIC II database, as well as the possibility that some of the records contained errors or were duplicated, we identified the need of defining a population of patients for the study and a second sample for the validation of the proposed models. In the process of defining the population of interest, shown in Figure 1, we determined a set of rules to be ap-

<table>
<thead>
<tr>
<th>Vital sign</th>
<th>Predictor variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP [6]</td>
<td>Environment temperature, age, gender, body mass index (BMI), alcohol consumption, smoking, cholesterol and blood glucose.</td>
</tr>
<tr>
<td>BP and HR</td>
<td>Weight, age, blood pressure at rest, heart rate at rest, exercise intensity, type of exercise and oxygen consumption.</td>
</tr>
<tr>
<td>All [10]</td>
<td>Age, gender, exercises, pregnancy, emotional state, hormones, medications, fever and hemorrhage.</td>
</tr>
<tr>
<td>BP</td>
<td>Age, exercises, stress, medications and diseases.</td>
</tr>
<tr>
<td>HR, RR</td>
<td>Age, exercises, stress, environment temperature, medications and diseases.</td>
</tr>
</tbody>
</table>

Table 1: Potential predictor variables for each vital sign of interest, grouped by related work.
plied, wherein the first rule was the “Specification of the population”. In this first rule, we selected the records of patients over the age of 15 years (because they have more stable vital signs), whose respiratory and heart rates, blood pressure, body temperature, glucose and CO\textsubscript{2} consumption were measured simultaneously.

\begin{align}
\eta &= \frac{1}{\mu^2} \Leftrightarrow \mu = \eta^{-\frac{1}{2}} 
\end{align}

In order to obtain the regression models, we used the generalized linear models (GLM) class. The method used to adjust the regression models was the Backwards Elimination [19] method. The reason for such choices is related to the large number of variables to be analyzed. In this method, the first linear regression is obtained with all of the potential predictor variables for each regression model, and then the variables are disregarded one by one according to the p-value\textsuperscript{1} calculated by the t-test for significance testing.

In order to validate the obtained regression models, we used the following methods: (i) verifying the normality of the errors through the Shapiro-Wilk [20] normality test, which allows us to check if the model used is suitable for the data; (ii) comparison between the data obtained from the test sample and data generated by each vital sign regression model for this sample. In this comparison we performed the visual analysis of line graphs and the t-test for significance testing.

3. RESULTS

3.1. Regression Model for Respiratory Rate

As a starting point, we considered all of the variables present in the population of interest and the interactions between the variables \textit{admit\_age}, \textit{height}, \textit{weight}, \textit{rr\_value}, \textit{hr\_value}, \textit{sbp\_value}, \textit{bt\_value}, \textit{gl\_value} ε \textit{co2\_value}, \textit{sex}, due to the possibility that the interactions between them are significant.

The linear regression model used was the Normal Inverse given by (2) with canonical link function defined in (3). This is a particular case of the MLGs class [19] and was chosen since it best represents the sample. It is noteworthy that other models were tested.

\begin{align}
\eta &= \frac{1}{\mu^2} \\
\mu &= \eta^{-\frac{1}{2}} 
\end{align}

Where \( \mu \) is the average of the respiratory rate (\textit{rr\_value}) variable, which we wish to model and

\begin{align}
\eta &= \beta_0 + \beta_1 X_1 + \ldots + \beta_n X_n 
\end{align}

is a systematic component, or linear predictor, in which \( \beta_0 \) represents the intercept coefficient, that is, when the value of all of the predictor variables of the model take the value 0, \( \eta = \beta_0 \).

\textsuperscript{1}According to Diez et al. [19], p-value is the variable used to obtain the test statistic that is equal or even more extreme than the one observed in a sample.
After the regression model for RR (MLG_RR) adjusted, the $R^2$ obtained for this model was 0.711. This means that MLG_RR explains 71.1% of the data variability contained in the vital variable $rr_value$. In practical terms, the MLG_RR representation, which represents the estimated average respiratory rate is given by (4)

$$
\hat{\eta} = \beta_0 + \sum_{i=1}^{22} \beta_i X_i - \beta_{23} X_{11} X_{12} - \beta_{24} X_{12} X_{18} - \beta_{25} X_{19} X_{20} - \beta_{26} X_{11} X_{19} - \beta_{27} X_{15} X_{21} + \beta_{28} X_{15} X_{21} - \beta_{29} X_{15} X_{19} + \beta_{30} X_{20} X_{22} + \beta_{31} X_{12} X_{21} - \beta_{32} X_{21} X_{22} + \beta_{33} X_{19} X_{22} + \beta_{34} X_{15} X_{12} - \beta_{35} X_{19} X_{21}
$$

(4)

where $\beta_0$ is the intercept, $\beta_{1-35}$ are the coefficients inherent to each predictor variable, and $X_{1-22}$, a subset of the variables present in the population of interest. For more details see https://github.com/leonardocsantoss/patient-baseline-model.

Regarding the Shapiro-Wilk normality test used for determining the residuals present in the model, the $p$-value calculated was 0.995. This way, we can say with 95% confidence that the residuals present in MLG_RR have normal distribution and the model fits the data contained in the sample.

The statistical evidence that these two data sets are different. The result of the t-test for MLG_RR calculated a $p-value = 0.5012$. Thus, with 95% confidence, the null hypothesis was refuted, which leads us to conclude that statistically the two data sets are equal.

Once the process to obtain and fitting the regression models for vital signs was presented, we present only the results of the regression models for $hr, sbp$, and $bt$ vital variables. Thus, we omitted the equations related to the linear predictor of these regression models.

### 3.2. Regression Model for Heart Rate

The regression model chosen for the heart rate variable ($hr_value$) was the Gama Linear Model with canonical link function given by (5). This regression model also belongs to the MLGs class and, when related to heart rate, is what best represents the variability of the data found in the sample. It is noteworthy that other models were tested.

$$
\eta = \frac{1}{\mu} \Leftrightarrow \mu = \eta^{-1}
$$

(5)

After adjustment of the regression model for HR (MLG_HR), we obtained the $R^2 = 0.822$.

![Figure 3: Comparison between the real data and the synthetic data calculated by MLG_HR for the hr_value variable.](image)

The Shapiro-Wilk normality test used to verify the residuals in MLG_HR calculated a $p-value = 0.9918$. Thus, with 95% confidence, the residuals in these models also have normal distribution. Therefore, the MLG_HR is appropriate to the real sample data. Comparing the values calculated for this regression model with the variable $hr_value$ values of the test sample (see Figure 3) using t-test for significance testing, we obtained a $p-value = 0.7036$. Statistically speaking, with 95% confidence, both data sets are equal.

### 3.3. Regression model for Systolic Blood Pressure

For the systolic blood pressure ($sbp_value$) variable, the Gama regression model was also used, whose canonical link
function was previously shown in (5). Other models have been tested, however, this was best represented the variability of the data. After adjusting the regression model for SBP (MLG_{SBP}), we obtained the $R^2∗ = 0.825$.

The Shapiro-Wilk normality test used to verify the residuals in MLG_{SBP}, calculated a $p-value = 0.06131$. Thus, with 95% confidence, the residuals in these models also have normal distribution. Therefore, the MLG_{SBP} fits to the real sample data. Comparing the calculated values for this regression model with the values of the sbp_value variable of the test sample (see Figure 4) using the t-test for significance testing, we obtained a $p-value = 0.3837$. Thus, with 95% confidence, the two data sets are statistically equal.

3.4. Regression Model for Body Temperature

Finally, for the body temperature (bt_value) variable, we used the Gama regression model, whose canonical link function was presented previously in (5). After adjusting the regression model for BT (MLG_BT), we obtained the $R^2∗ = 0.755$.

The Shapiro-Wilk normality test used to verify the residuals in MLG_BT calculated a $p-value = 0.4675$. Thus, with 95% confidence, the residuals in these models also have a normal distribution. Therefore, the MLG_BT is suitable to the real sample data. Comparing the calculated values for this regression model with the values of the bt_value variable of the test sample (see Figure 5) using the t-test for significance testing, we obtained a $p-value = 0.3914$. Statistically speaking, with 95% confidence, the two data sets are equal.

4. DISCUSSION

In order to discuss the results obtained in this work, it is necessary to resume the two research questions defined in Section 1. According to the results obtained in the hypothesis tests related to their research questions, it was possible to refute the null hypothesis $H1-0$ and $H2-0$, as shown in Table 2. This means that the use of a homogeneous sample from the MIMIC II clinical database, along with a set of predictor variables different from those proposed by Silva et al. [8], allowed us to obtain better regression models for the vital variables that make up the Patient Baseline Model. This was evidenced statistically through the values of the calculated $R^2∗$ metric for each regression model, as well as through visual analysis of real data compared to synthetic data generated by these models.

<table>
<thead>
<tr>
<th>MLG</th>
<th>$R^2∗$</th>
<th>Shapiro-Wilk test $(p-value)$</th>
<th>t-test $(p-value)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLG_RR</td>
<td>0.711</td>
<td>0.9950</td>
<td>0.5012</td>
</tr>
<tr>
<td>MLG_HR</td>
<td>0.822</td>
<td>0.9918</td>
<td>0.7036</td>
</tr>
<tr>
<td>MLG_SBP</td>
<td>0.825</td>
<td>0.0613</td>
<td>0.3837</td>
</tr>
<tr>
<td>MLG_BT</td>
<td>0.755</td>
<td>0.4675</td>
<td>0.3914</td>
</tr>
</tbody>
</table>

Regarding to threats to the validity of this study, we can take into account the following issue:

**Restricted application domain**: the used clinical database contains only data from intensive care units related to patients in critical health condition. This can interfere in the adjustment of regression models and the accuracy of the prediction of their vital signs. Therefore, this feature of the data sample restricts the application scope of the Patient Baseline Model;

**Effectiveness of the Accuracy**: some of the predictor variables shown in Table 1, such as exercise, environment temperature, stress, emotional state, pain, and so on, were not found in the clinical database used for this statistical analysis. Thus, these variables were excluded from the analysis, which can negatively impact in the accuracy of the regression models extracted for the vital signs considered in
the Patient Baseline Model. Furthermore, the number of variables used to generate the models was too high, which resulted in the increase of the model’s complexity and, at the same time, raised its accuracy. Finally, it was not possible to determine the level of difficulty to use the model.

5. CONCLUSION

In this paper, we presented the Patient Model based model proposed by Silva et al. [8], which was built to serve as a basis to used in the MCPS validation and verification processes that requires interaction with real patients.

Initially, we discussed some related work that list the potential predictor variables for the respiratory and heart rate, blood pressure and body temperature vital signs. In addition, we presented a process to define the populations of interest for the study from a clinical database, including the data set used for statistical analysis and validation. Finally, we described the whole process to obtain and fit the regression models for the vital variables considered in the analysis. In the validation process of these models, we verified the normality of errors and compared the data generated by the regression models with the real values extracted from the test sample.

With the Patient Baseline Model representing the variability found in their vital variables (i.e., 71.1% of the respiratory rate, 82.2% of the heart rate, 82.5% of the systolic blood pressure, and 75.5% of the body temperature), we obtained regression models counting a gain of approximately 73%, when compared to the original model proposed by Silva et al. [8]. The results achieved in this study allow us to make more realistic simulations and generating relevant tests, increasing the confidence of such tests and minimizing the need to do clinical trials during the initial tests of a MCPS.

For future work, we intend to build a model representing the interaction between these regression models, allowing us to simulate different conditions regarding the basic health condition of a patient, characterized by the four main vital signs considered in this work.
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