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Abstract— Software development processes can generate significant amounts of data that can be periodically analyzed to identify performance problems, determine their root causes and devise improvement actions. However, conducting that analysis manually is challenging because of the potentially large amount of data to analyze and the effort and expertise required. ProcessPAIR is a novel tool designed to help developers analyze their performance data with less effort, by automatically identifying and ranking performance problems and potential root causes. The analysis is based on performance models derived from the performance data of a large community of developers. In this paper, we present the results of an experiment conducted in the context of Personal Software Process (PSP) training, to show that ProcessPAIR is able to accurately identify and rank performance problems and potential root causes of individual developers so that subsequent manual analysis for the identification of deeper causes and improvement actions can be properly focused.
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I. INTRODUCTION

Development processes making intensive use of metrics and quantitative methods, such as the Team Software Process (TSP) [1] and Personal Software Process (PSP) [2], can generate large amounts of data that can be periodically analyzed by developers to identify their performance problems, determine root causes and devise improvement actions [3]. Although tools exist to automate data collection and produce performance charts and reports for manual analysis of TSP/PSP data [4][5][6], practically no tool support exists to automate developer performance analysis. The manual analysis of performance data for determining root causes of performance problems and devising improvement actions is challenging because of the amount of data to analyze [3] and the effort and expertise required.

To address those shortcomings, in previous work [7][8] we developed models, techniques, and tools to automate the analysis of performance data produced in the context of high maturity software development processes. The developed ProcessPAIR tool, available freely in http://blogs.fe.up.pt/processpair/, is able to automatically identify and rank performance problems and potential root causes of individual developers in their performance data.

In the current paper, we focus on the empirical assessment of ProcessPAIR approach and tool, through a case study in which we analyze the performance data and analysis reports produced by several PSP trainees at Tecnológico de Monterrey, Mexico. Specific objectives and research questions are presented in Section III.

Section II presents some background information on our approach and tool. Sections III, IV, V and VI present the case study planning, performance model preparation, performance analysis, and results and discussion. Section VII presents some related work and section VIII presents final conclusions and future work.

II. BACKGROUND

Our approach involves three main steps (see Figure 1):

1. Define: Process experts define the structure of a performance model (PM) suited for the development process under consideration (TSP, PSP, or other). In our approach, a PM comprises a set of performance indicators (PIs) organized hierarchically by cause-effect relationships [8]. Examples are given in section IV.

2. Calibrate: The PM is automatically calibrated based on the performance data of many process users. The statistical distribution of each PI and statistical relations between PIs are computed from the data set [8].

3. Analyze: Once a PM is defined and calibrated, the performance data of individual developers can be automatically analyzed with ProcessPAIR, to identify and rank performance problems and root causes.
A. Model definition

The first step in our approach is the definition (as a tool extension) of the following elements of the PM:

- list of relevant PIs, including a formula for its computation from base measures;
- subset of top-level PIs;
- cause-effect relationships between PIs, determined by a formula or statistical evidence;

The performance model defined for analyzing PSP performance data will be presented in section IV.A.

B. Model calibration

The PM is automatically calibrated by ProcessPAIR from training data sets, generating the following data:

- approximate statistical distribution of each PI, represented by a cumulative distribution function;
- recommended performance ranges for each PI;
- sensitivity coefficients between PIs not related by an exact formula.

The approximate cumulative distribution function of each PI is computed by linear interpolation between a few percentiles computed from the training data.

Performance ranges are needed for classifying values of each PI of a subject under analysis into three categories: green - no performance problem; yellow - a possible performance problem; red - a clear performance problem. Such ranges are calibrated automatically from the training data, so that there is an approximately even distribution of data points by the colors.

Sensitivity coefficients between PIs not related by an exact formula are computed by first determining a linear regression equation from the training data and subsequently computing the corresponding sensitivity coefficient.

The data set used for calibration in the case study will be described in section IV.B.

C. Performance analysis

Having defined and calibrated the performance model, the performance data of individual developers can be automatically analyzed by ProcessPAIR, to identify and rank performance problems and potential causes of individual developers. The results of the analysis are presented in multiple views, as shown in section V.B.

III. CASE STUDY PLANNING

D. Objectives and research questions

The overall objective of the case study is to assess whether ProcessPAIR is able to accurately identify performance problems of individual developers and their potential causes in the context of PSP training so that subsequent manual analysis for the identification of deeper causes and remedial actions can be properly focused and effort can be saved.

In PSP training, students develop a sequence of projects, with the stepwise introduction of the following practices: performance measurement (based on size, effort and defects); size and effort estimation; coding standards; design and code reviews; design templates and design verification; quality management [2].

More specifically, the goal of the case study is to answer the following research questions:

- **RQ1 (problem identification):** Is it possible to automatically analyze the performance data of an individual PSP developer in order to identify performance problems, with similar results but less effort than in manual analysis?
- **RQ2 (root cause identification):** Is it possible to automatically analyze the performance data of an individual PSP developer in order to determine the root causes of the identified performance problems, with similar results but less effort than in manual analysis?

E. Performance data under analysis

The subject data under analysis is based on a data set from Tecnológico de Monterrey, in Mexico, referring to 10 subjects (students) that developed 6 projects each using the PSP, in the scope of the “Software Quality and Testing” course in 2015. The subjects used Process Dashboard (http://www.processdash.com/) for collecting the standard PSP base measures. In the end of the sequence of projects, the subjects analyzed their personal performance in those projects and documented their findings and improvement proposals in a Final Report (written in Spanish).

F. Performance analysis procedures

Two of the authors of this paper, not involved in PSP training in Tec de Monterrey, both fluent in English and one with a good reading understanding of Spanish, translated into English and analyzed the final reports (in both English and Spanish), in order to extract relevant information for comparison with the tool-based analysis. Results from the tool-based analysis for each subject were effortlessly obtained by uploading the performance data...
stored in Process Dashboard to ProcessPAIR. The extracted results from the final reports and from the tool for each subject were then collected into an appropriate table, as illustrated in Section VI. Subsequently, the results were classified according to the categories defined in Section V and statistics were computed shown in VI.

IV. PERFORMANCE MODEL PREPARATION

A. Performance model definition

To best fit the specific context of PSP training in Tec de Monterrey, we used the PSP performance model defined in our previous work [8] with minor changes. The full set of top-level and nested PIs can be seen in the first column of Figure 2. We consider three top-level PIs regarding predictability, quality, and productivity.

The major predictability PI in the PSP is the Time Estimation Accuracy, which we measure by the ratio between actuals and estimates. Since in the PSP’s PROBE estimation method [2], a time (effort) estimate is obtained based on a size estimate of the deliverable (in added or modified size units) and a productivity estimate (in size per time units), we consider that the Time Estimation Accuracy is affected by the Size Estimation Accuracy and the Productivity Estimation Accuracy. Hence, the latter PIs are presented in Figure 2 as child nodes of the Time Estimation Accuracy. The rational for further drilling down the Productivity Estimation Accuracy can be consulted in [8].

Product quality is usually measured by post-delivery defect density [10]. However, since the scope of the PSP is the development of small programs or components of large programs, post-delivery defects are seldom known. The PSP proposes an aggregated quality measure—the Process Quality Index (PQI)—that constitutes an effective predictor of post-delivery defect density [2][11]. Hence, we use the PQI as the top-level quality indicator to analyze. The PQI is computed based on five components, which are presented in Figure 2 as factors that affect the PQI. The exact formula can be consulted in [8], as well as the rational for further drilling down these PIs.

In the PSP, productivity is usually measured in lines of code per hour, in spite of known limitations [10]. Since in the PSP time is recorded per process phase, when a productivity problem is encountered one can analyze the productivity per phase, to determine the problematic phase(s). Hence, Figure 2 shows a set of PIs for the productivity per phase, which together affect the overall productivity. Exact formulas can be consulted in [8], as well as the rational for further drilling down these PIs.

B. Performance model calibration

To calibrate the performance model, we used a large PSP data set from the Software Engineering Institute (SEI) referring to 31,140 projects concluded by 3,114 engineers during 295 classes of the classic PSP for Engineers I/II training courses running between 1994 and 2005. In this training course, targeting professional developers, each engineer develops 10 small projects. The calibration is performed automatically by the tool; the user has just to provide an input file with the data set.

V. PERFORMANCE ANALYSIS

A. Manual performance analysis

Regarding RQ1 (problem identification), based on the information available in the final report of each subject, we produced a table with a synthesis of cases in which the subject explicitly indicated bad performance or good performance in a PI for a specific project or overall (summary). Examples are shown in Table III, together with the support citations extracted from the final report.

Regarding RQ2 (root cause identification), for each case in which the subject explicitly indicated bad performance and corresponding causes, we filled in an additional column with the causes mentioned by the subject, as illustrated in Table III.

B. Automatic performance analysis

The results from the tool-based performance analysis for each subject were effortlessly obtained by uploading the performance data stored in Process Dashboard to ProcessPAIR. The results of the analysis are presented by the tool in multiple views.

The relevant view for problem identification is the Table View. This view presents the detailed evaluation of all PIs for all projects of the subject under analysis, as depicted in Figure 2. Each cell is colored green, yellow or red, in case, its value suggests no performance problem, a potential performance problem, or a clear performance problem, respectively. A cell is colored green (red) if its value lies within the range of the best (worst) 1/3 values in the calibration data. Cells with missing data are left blank. For example, the red cells in Figure 2 suggest that the main problems with time estimation accuracy occur in projects P2, P5, and P6. By expanding the nodes in this view, one can drill down to lower level PIs, following the hierarchical structure of the performance model, in order to identify potential causes of performance problems. For example, the red colored cells in Figure 2 suggest that the time estimation problem in P2 is caused by a size estimation problem.

The Diagram View (see Fig. 3) helps identifying and prioritizing, project by project, the causes of performance problems. The child indicators are sorted according to the value of a ranking coefficient representing a cost-benefit estimate that relates the cost of improving the value of the child indicator with the benefit on the value of the parent indicator [8]. For example, the diagram of Fig. 3 suggests
that the major cause for the poor productivity in project 5 is the poor productivity in the Design phase, followed by the Design Review, Plan, and Code phases.

Regarding root causes identification (RQ2), we encountered three kinds of situations:
- **same causes**: the developer and tool indicate the same causes;
- **deeper manual analysis**: the tool accurately points out intermediate causes, and the developer points out deeper causes;
- **faults in manual analysis**: the developer overlooked important causes or pointed out erroneous causes.

#### VI. RESULTS AND DISCUSSION

##### A. Statistics

From the table produced in the previous step (as illustrated by the excerpts in Table I), we computed the statistics shown in Table I and Table II.

Regarding problem identification (RQ1), among the 187 cases analyzed, there are 180 matches (96%), with only 6 false positives (3%) and 1 false negative (1%). The false positives and the false negative correspond to boundary situations similar to the one illustrated in Table I.

Regarding root causes identification (RQ2), Table II is self-explanatory. From the 116 cases in which the developers explicitly indicated bad performance, only in 52 cases (with some examples in Table III) the developers pointed out root causes.

### TABLE I. PROBLEM IDENTIFICATION STATISTICS.

<table>
<thead>
<tr>
<th>Manual Analysis</th>
<th>Automatic analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good</td>
<td>Green 1</td>
</tr>
<tr>
<td></td>
<td>(1% false negative)</td>
</tr>
<tr>
<td>Good</td>
<td>Yellow 45</td>
</tr>
<tr>
<td></td>
<td>(match)</td>
</tr>
<tr>
<td>Good</td>
<td>Red 70</td>
</tr>
<tr>
<td></td>
<td>(match)</td>
</tr>
</tbody>
</table>

### TABLE II. ROOT CAUSES IDENTIFICATION STATISTICS.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Absolute frequency</th>
<th>Relative frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same causes (tool benefit: eliminate manual effort)</td>
<td>10</td>
<td>19%</td>
</tr>
<tr>
<td>Developer pointed out deeper causes (tool pointed out intermediate causes) (tool benefit: reduce manual effort)</td>
<td>28</td>
<td>54%</td>
</tr>
<tr>
<td>Faults in manual analysis (tool benefit: prevent user errors)</td>
<td>14</td>
<td>27%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>52</td>
<td>100%</td>
</tr>
</tbody>
</table>
TABLE III. EXCERPTS OF THE PROBLEM AND ROOT CAUSES IDENTIFICATION AND COMPARISON TABLE.

<table>
<thead>
<tr>
<th>Data point</th>
<th>Manual performance analysis</th>
<th>Automatic performance analysis</th>
<th>Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top-level Indicator</td>
<td>Subject, Project</td>
<td>Problem identification</td>
<td>Root causes identification</td>
</tr>
<tr>
<td>Time Estimation Accuracy</td>
<td>S1, P2</td>
<td>Bad performance: “there are two that stand out for being very large, the program 2 and (…)”</td>
<td>“I attribute the bad (time) estimation to the (bad) size estimation”</td>
</tr>
<tr>
<td>Time Estimation Accuracy</td>
<td>S1, P1</td>
<td>Good performance: “the closest estimates were the program 1 and 4, with 18.90% and 17.20%”</td>
<td>-</td>
</tr>
<tr>
<td>Defects Injected</td>
<td>S1, Summary</td>
<td>Bad performance: “almost all programs have 50 to 100 errors per KLOC, which can improve”</td>
<td>“most defects injected in Design (mainly of type Function), followed by Code”</td>
</tr>
<tr>
<td>Size Estimation Accuracy</td>
<td>S2, P6</td>
<td>Bad performance: “the last program fall out of the (desired) range of 10% error”</td>
<td>-</td>
</tr>
<tr>
<td>Time Estimation Accuracy</td>
<td>S3, P5</td>
<td>Good performance: “for program 4 and up (…) the estimation error is approximately within a range of -10% to 10%, which (…) is a good range”</td>
<td>-</td>
</tr>
<tr>
<td>Productivity</td>
<td>S4, P4</td>
<td>Bad performance: “Program 4 represents a significant (productivity) downward”</td>
<td>“due to some defects (…) not identified in time, resulting in a time consuming testing phase”</td>
</tr>
</tbody>
</table>

(1) The manual and automatic analysis coincide regarding the identification and prioritization of the problematic defect injection phases, with the quantitative prioritization in the automatic analysis. Additionally, the developer point out the most problematic defect type (Function).
(2) This false negative corresponds to a boundary situation. The actual size estimation error was approximately -15%, which is the threshold considered by the tool to distinguish green and yellow regarding size estimation. On the other hand, the developer considered an abnormally tight range of +10%.
(3) This false positive corresponds to a boundary situation. The actual time estimation error was approximately -13%, which is the threshold considered by the tool to distinguish green and yellow regarding time estimation. On the other hand, the developer was ‘benevolent’ in his analysis, by considering -13% to be approximately within the +10% range.
(4) Data shows that defects were removed in Code Review, not in Unit Test, and that much more time was spent in Code Review than in Unit Test.

B. Answers to the research questions

Regarding RQ1 – “Is it possible to automatically analyze the performance data of an individual PSP developer in order to identify performance problems, with similar results but less effort than in manual analysis”, we conclude that, in this case study, the automatic analysis produces similar results (without essentially any manual effort), with very few false positives (3%) and false positives (1%) corresponding to boundary situations.

Regarding RQ2 – “Is it possible to automatically analyze the performance data of an individual PSP developer in order to determine the causes of the identified performance problems, with similar results but less effort than in manual analysis”, the results in Table II show that, in the cases in which the manual analysis was not faulty (we found faults in 27% of the cases!), the tool-based analysis was able to point out the same causes as the ones found by the developers in their manual analysis (19% of the cases) or was able to point out intermediate causes in the same direction as the deeper causes identified in manual analysis (54%) of the cases. Hence, regarding RQ2, we conclude that the automatic analysis was able to identify either the same causes or causes in the same direction as the manual analysis.

Overall, the benefits of the tool-based analysis are:
- it can correctly identify the performance problems, saving manual effort;
- it can correctly identify causes for the identified performance problems, so that subsequent manual analysis for searching deeper causes can be properly focused, reducing the overall manual effort needed and the errors in manual analysis.

C. Limitations and threats to validity

In the case study presented, the conclusions obtained by the model-based analysis are very close to the ones obtained by the developers in their manual analysis. This suggests that our approach can be helpful in performance analysis and process improvement, by pointing out the areas to focus on manual analysis. However, further experiments need to be conducted to quantify the effort savings that can be achieved by conducting performance analysis with the help of our tool from the beginning.

Although our approach and tool are general and can be instantiated for any development process, the model and experiment described in this paper refer only to PSP performance data. We intend to replicate our approach to other development processes without having such a well-
defined measurement framework as the PSP, but we expect to encounter difficulties regarding data availability, data quality, and standardization.

VII. RELATED WORK

Our approach draws inspiration from existing work on process performance models (PPM) [9][12], benchmark-based approaches for software product evaluation [13], and defect causal analysis (DCA) techniques [14].

In the context of the CMMI process improvement framework, a PPM is a description of the relationship among attributes of a process or sub-process and its outcomes, developed from historical performance data, and calibrated using collected process and product measures [15]. The main difference is that our performance model conveys additional elements needed to identify performance problems (in the outcomes) and rank potential root causes (factors): recommended ranges for each PI; approximate statistical distribution of each PI; sensitivity coefficients (derived from exact or regression equations).

In our approach, in order to enable the automated identification of performance problems, after deciding on the relevant PIs, one has to decide on the relevant ranges. Our approach for defining such ranges draws inspiration from the benchmark-based approach developed by researchers of the Software Improvement Group [13][16] to rate the maintainability of software products, with adaptations for process evaluation instead of product evaluation.

The DCA approach [14] is essentially complementary to our approach. The main advantage of our approach is that it has the potential to identify relevant performance problems and causes in a fully automatic way, so that subsequent manual activities can be conducted in a more focused and efficient way, to further determine root causes and devise improvement actions.

VIII. CONCLUSIONS AND FUTURE WORK

The results of the case study show that the ProcessPAIR tool is able to accurately identify performance problems of individual PSP developers and potential causes for those problems. Hence, subsequent manual analysis for the identification of deeper causes and remedial actions can be properly focused, reducing the overall effort and possible errors in performance analysis.

As future work, we plan to build a comprehensive catalogue of improvement actions to recommend for the highest-ranked causes, build similar models for analyzing performance data produced in the context of other development processes, and conduct further experiments for assessing the effort gains with our tool.

ACKNOWLEDGMENTS

The authors would like to acknowledge the SEI and Tecnologica de Monterrey for facilitating the access to the PSP data for performing this study. This work is partially financed by the ERDF – European Regional Development Fund through the Operational Programme for Competitiveness and Internationalisation - COMPETE 2020 Programme within project «POCI-01-0145-FEDER-006961», and by National Funds through the FCT – Fundação para a Ciência e a Tecnologia as part of project UID/EEA/50014/2013 and research grant SFRH/BD/85174/2012.

REFERENCES