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Abstract
This paper describes a dimensionality reduction process to forecast time series events using stochastic models. As well as the KDD process defines a sequence of common steps to achieve useful information through data mining techniques, we propose a sequence of steps in order to estimate the probability of future events through stochastic modeling. Our process focus on reduce the dimensionality of data, thus reducing the effect of the common problems involved in stochastic modeling, such as the state space explosion and the large modeling efforts to create such models.

1 Introduction
Stochastic modeling can be a natural option to predict system behavior. This system can be a process that represents basic situations or even complex nature events. Either way, a good model can deliver interesting probabilities about system events for its past, or even its future.

However, modeling is a non-trivial task that requires a specialist on the domain that have a good knowledge about the scenario to be modeled. Other problem frequently faced, with stochastic models, is the state space explosion that causes a limit of states, thus, a limit of data to be modeled.

The amount of data in the world, in our lives, seems to go on and on increasing [32], and as the volumes of data increase, it increases the difficulty of handling these data. One of the problems most frequently faced is the difficult to detect information among such large amounts of data. These informations are lost because it is hard for a human being to see the patterns and relations among such abundant data.

To cope with this problem, specialized data mining algorithms retrieve information that are practically invisible to our perception. Although the information is revealed, it is not yet knowledge, since knowledge must be obtained by rationally processing the extracted information. Aiming to formalize the steps commonly used to reach the knowledge through data mining, there are some well defined processes in the literature, as for example the knowledge discovery in databases (KDD) described by Han et al. [17]. Although this process is well consolidated and often used as a guide for knowledge discovery, instead of describing the path to discover knowledge, it seems to have been created to cover the steps that usually come before and after data mining.

In the context of our paper we focus on a specific case of KDD, which is the forecast of future events in time series databases. Therefore, we propose the use of stochastic modeling techniques as steps of the proposed process, information about events is a common trade in stochastic models. Specifically, we simulate and analyze a formal state-based model of the system in order to retrieve probabilities for future events (and states) of the targeted system.

In a rough comparison, as well as KDD shows a set of steps commonly used to prepare data for data mining, here we describe a process that shows useful steps to prepare data for stochastic modeling. These steps aim to decrease the time spent to develop models, coping with state space problem and reducing the chance of human mistakes while manually developing complex models.

This paper is organized as follows: the next sections describe this paper background: Time series and Stochastic modeling formalisms; The fourth section puts this work in perspective with pre-existent techniques; The fifth section describes the proposed process; Section 6 illustrates the proposed process with some numerical result obtained applying it to pre-existent datasets; Finally, the conclusion summarizes our contribution and suggests future works.

2 Time Series
A popular method to represent and analyze data is time series (TS) [8, 21, 31]. Given the ease of use, modify, compare and analyze data; TS became very popular in many fields of sciences such as statistics, economy, biology, geography, seismology, engineering, communication, machine learning, etc. A TS is characterized as a collection of data spread in time. Formally, a TS $S$ can be defined as follows:

\[ S = [(p_1, t_1), (p_2, t_2), ... , (p_k, t_k), ... , (p_n, t_n)] \]

where $t_1 < t_2 < ... < t_k < ... < t_n$.

In this representation, $p_i$ is the data corresponding to the $i$-th observation, and $t_i$ is the time when $p_i$ was observed. In such way, a TS can be visualized in two axes, one with the data representing $p_i$, and other with the time passage from
t_1 \text{ to } t_m. \text{ Despite of that, since the data associated to each observation can be be related to a complex information, TS are essentially high dimensional data [17]. In fact, TS can be employed to describe very complex structures like fossil shapes, molecules, geological materials, etc. [34, 18].}

In order to enhance the ease of storage, to facilitate human analysis, and to be flexible to many domains, TS had become a global trending for representation of data. Consequently, the constant use of TS in different areas and the growth of machine learning, brought researchers to new challenges related to TS.

We can highlight such challenges according to the main goals of TS analysis: modeling and forecasting [17]. In modeling, researchers try to improve efficiency by reducing the impact of the dimensionality factor and by improving measurements techniques. In forecasting, researchers try to predict future situations, e.g., weather forecast, traffic behavior, etc.

One of the big problems related to TS is how to improve modeling efficiency being TS generally a data streaming [31]. Aiming to solve this problem, in the last decade, many methods to represent TS have been created [25, 8, 20].

### 3 Stochastic Modeling

Stochastic modeling is the art of representing the behavior of a system by describing its states and transitions. One of the most common among such formalisms are the Markov chains. Given an initial state, even a simple discrete-time Markov chain can be used to forecast future states by achieving probabilities for each possible state for the next n steps [29]. These steps are given by the Chapman-Kolmogorov equation. Being P a probability matrix:

\[ P_{ij}^{(m)} = \sum_{k} P_{ik}^{(l)} P_{kj}^{(m-l)} \quad \text{for } 0 < l < m \]

Being a classic formalism, Markov chains are easy to handle and use to perform quantitative analysis. Unfortunately large volumes of data tend to generate huge models that are hard to handle using an ordinary Markov chain (state space explosion). In such cases, the use of a structured formalism as Stochastic Automata Networks (SAN) [24, 7] may reduce this problem impact.

SAN is a formalism that describes a complete system as a collection of subsystems that interact with each other in a Markovian behavior. The main advantage of SAN is that we can represent very large and complex system in a human understandable model that has an equivalent Markov chain model. Figure 1 exemplifies a SAN model with two automata and its equivalent Markov chain.

SAN formalism uses synchronized events and functional rates to build the system. Once a model is ready, with few automata it can be equivalent to a giant Markov chain. In addition, the tensor format of SAN makes possible the use of specialized algorithms [15, 10, 11] which are more efficient than those used for solving large Markov chains [10, 11]. A complete SAN model is represented by a SAN code that can be executed [6] to generate a set of probabilities, including those which may be generated in a Markov chain.

Recently we successfully created a SAN model to represent and predict classes in geological events [1]; a different approach that returns results much similar to a data mining classification. Due to the processes of analysis and data collection, this model took much time to be created. However, even high dimensional data can be transformed into TS, and then, into a string that can be transformed both into a SAN model or into a Markov chain.

### 4 Dimensionality Reduction and Forecast

Both research areas, TS and stochastic modeling, have an interesting thing in common; they both have many applications that are useful for knowledge discovery. The use of TS for data representation and forecasting is presented in a myriad of works [9, 26, 23, 22, 4]. Despite such abundant material, is also frequent to find the use of Markovian models to predict states in complex scenarios [13, 35, 28, 5, 16, 1, 14]. In this work, we use these both techniques trying to profit from the knowledge on TS modeling and stochastic prediction through Markovian models.

Using stochastic modeling techniques, we can retrieve accurate probabilities about a given system or event. However, the “state space explosion” makes it hard to scale models to real application size problems [30, 29]. In TS
there is a similar phenomenon, the well-known “curse of dimensionality”, which is the subject of many works in the area [25, 8, 21].

Actually, these two problems are different views of a same phenomenon, since the background limitation is the fact that it is easy to describe a large number of points of view (several dimensions), but the reality that needs to be handled is the Cartesian product of the data from all this points of view, i.e., we model focusing on the parts, but the model must be handle as a whole. Among the approaches to tackle this problem, we are interested in this paper in dimensionality reduction [21] and structured modeling formalisms [7].

Several techniques have been developed to represent TS in order to reduce the difficulty of processing high dimensional data. Here, we are interested in techniques that have two characteristic: 1) the representation must be symbolic; 2) the representation must be flexible in length. Among this techniques, for experiment purposes, we use Symbolic Aggregate approxXimation (SAX) [21].

SAX is a solution to reduce the dimensionality of a TS both in length (it reduces the number \( n \) of observations) and in data space (it aggregates the values of \( p_i \)). Also, it generates symbolic data that can be used to generate stochastic models on an automated way. The next section presents the process, and the basic phases to obtain the stochastic model, and then, the data forecasting through its transient and steady states analysis.

5 Proposed Process

Instead of work directly in mathematical models to slight improve some stochastic formalism, we focus on a process that reduces the data dimensionality before these data goes into the model. Instead of use a limited set of algorithms to forecasting in TS, we focus on adapt these data to work with advanced stochastic algorithms.

In order to achieve it, we carefully select the most useful techniques to represent and reduce the dimensionality of a given dataset, as well as, powerful methods that allow us to perform quantitative analysis under the generated data. Thus, this process aims to achieve a set of useful probabilities directly from a dataset using the minimum human effort and minimizing the effects of “state space explosion”.

Figure 2 shows a simplified flow diagram of the proposed process. Each picture represented at the bottom part of this figure is a set of data; and each term written at the top part of this figure is a task of the process. Next, we describe each step of the process, which is basically composed by a task and its resultant data.

5.1 Data Selection Given a database, the first step begins with Data Selection. The Data Selection described here is very similar to the data mining Data Selection step; the data must be analyzed aiming to retrieve the desired TS. After this step, a set of TS is achieved.

5.2 TS Representation This step performs the dimensionality reduction of the dataset. One by one, the TS goes to SAX which performs a dimensionality reduction using Piecewise Aggregate Approximation [8]. Then, SAX generates the symbolic data.

5.3 Coder In big data, coding is the process of tagging terms using an identifier that is assigned to every synonymous term in the data [3]. This step has a similar objective; although, instead of grouping terms, symbolic data are grouped into states. Thus, this step is the connection between TS output and the solution of the SM. In other words, Coder is the step responsible to get the symbolic data generated by TS representation and transform it into a SM. As seen in the Figure 3, the symbolic data is a collection of \( N \) symbols that represents \( N \) levels of a given TS; thus, represented by: \( S = [a, b, c, d, ...Ω] \) the symbolic data generated \( (D) \) can be formalized as: \( D_i = \{s \in S\} \).

Figure 3: Classes and symbolic data generated for Coffee dataset, an example of TS dataset.

Once we have the symbolic data, it is possible to automatically create the SMs. Basically it is performed by getting the frequencies of changes for each class in a symbolic data.
Given three hypothetically TS, \( Q, S \) and \( T \) and its representing symbolic data \( w(Q), w(S) \) and \( w(T) \), each one composed by classes from \( a \) to \( j \). The coder calculates the frequency of changes for each possible combination, e.g.:

\[
\begin{align*}
  a &\rightarrow b, a \rightarrow c, \ldots, a \rightarrow j \\
  b &\rightarrow a, b \rightarrow c, \ldots, b \rightarrow j \\
  \ldots &\ldots \ldots \ldots \\
  j &\rightarrow a, j \rightarrow b, \ldots, j \rightarrow j
\end{align*}
\]

Each frequency is turned into a percentage value that is used as a transition rate for the automata. Also, each set of symbolic data turns in one automaton. In this scenario, we will have a SAN composed by three automata created from \( w(Q), w(S), w(T) \). Having each one 10 states, e.g., \( a, b, \ldots, j \), our SAN model will be limited to 1000 reachable states, which is almost instantaneously to solve with current SAN algorithms.

### 5.4 Stochastic model solution

In this step, the code generated is used to create and solve a stochastic model. These stochastic models can be either, Markov chains, SAN or any other Markovian formalism. We develop a tool to make automatically create Markovian models from a symbolic data; furthermore, there is a work in progress to automatically generate SAN code [2]. Once that we have a SAN model, SAN solvers like PEPS [6] and SAN Lite-Solver [27] can deliver steady state and transient solutions through specialized algorithms [15, 10, 11].

Despite the high complexity of the stochastic model solution algorithms, it is possible to understand the way those solutions deliver their results considering the following simple example. Let us consider a stochastic model with states \( A, B \) and \( C \). Given the probabilities:

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. to</td>
<td>0.3</td>
<td>0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>B. to</td>
<td>0.2</td>
<td>0.8</td>
<td>0.4</td>
</tr>
<tr>
<td>C. to</td>
<td>0.5</td>
<td>0.1</td>
<td>0.2</td>
</tr>
</tbody>
</table>

A transient solution can be derived applying Chapman-Kolmogorov Equation [29] we shall achieve the following probabilities to be in each state for the next step:

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. to</td>
<td>0.31</td>
<td>0.42</td>
<td>0.27</td>
</tr>
<tr>
<td>B. to</td>
<td>0.15</td>
<td>0.70</td>
<td>0.15</td>
</tr>
<tr>
<td>C. to</td>
<td>0.24</td>
<td>0.48</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Finally the steady state solution is computed considering an infinite number of steps. In our simple example it results in the following values:

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. to</td>
<td>0.2</td>
<td>0.6</td>
<td>0.2</td>
</tr>
<tr>
<td>B. to</td>
<td>0.2</td>
<td>0.6</td>
<td>0.2</td>
</tr>
<tr>
<td>C. to</td>
<td>0.2</td>
<td>0.6</td>
<td>0.2</td>
</tr>
</tbody>
</table>

### 6 Experiments and Results

The main goal of the experiments is to measure model accuracy. Thus, aiming to avoid data bias, we chose different kinds of public datasets to test our process. A sample of four synthetic datasets were randomly picked from [19]: **Coffe, Symbols, WordsSynonyms**, and **ItalyPwrDemand**. A sample of four, real world, economy datasets were collected from Brazilian market activity stock [33]: **petr3, bbas3, brfs3**, and **vale3**. **Paris Temp** was collected from [12]; as a real world dataset, it represents the Paris monthly temperature from Le Bourge station. Finally, for a more controllable scenario, we made a synthetic dataset that describes a sound-wave reducing its amplitude over time: **WaveDS**.

For each dataset, we reserved 80% to training, and 20% to test the output. The probabilities is given by two basic analysis: transient states and steady state. We use 42 transient states to predict next values; we also use 10 symbols for each dataset and a variable value to the dimensionality reduction. This is specially useful because many datasets have a high density of values, in the TS Representation step, many near points in the \( X \) axis for a light change in the \( Y \) axis.

Considering the high impact of external factors, we need to create a controllable experiment aiming to check if the model is generating coherent results. For such task, we had to set an input that we already had an expected output. This dataset, called **WaveDS**, construction is depicted in Figure 4.

![Figure 4: Synthetic dataset, WaveDS.](image)

Clearly, we can see that tending to infinity the value of the wave should be 0. The expected flow for this experiment is the sequence:

1. SAX reads the TS and returns the corresponding symbolic data, being “a” the class close to –20 and “j” the class close to 20.
2. The Coder reads the symbolic data, calculate the probabilities and creates the stochastic model.
3. The model must return a very high steady state percentage chance for the classes close to 0.
The three steps had worked as expected; the experiment returns a high percentage values for the steady state in classes “e” and “f” that represents values close to zero, 48.63% and 48.03%, respectively. This experiment shows that the expected sequence was performed and the process has worked as expected.

The same approach was performed for all other datasets. For the synthetic datasets the output match with the expected classes, although 2 in market datasets the expected class was the second and third with higher percentages. This was expected, because there are many fluctuations on the market datasets that are very difficult to predict using only the historical data.

From all datasets tested, we divided nearly 80% to run in our process and 20% to test the output. For the datasets Symbols and WordsSynonyms, we had no significant changes, i.e., the steady state for all classes was achieved in the very beginning, and the value became close to the original. In Paris Temp dataset, we found two high scores for non adjacent classes, i.e., classes that cannot be agglutinated into one because they are non contiguous. Although, for the other datasets our quantitative analysis was accurate with the test part of the dataset.

All experiments results are show in Table 1. In this table is indicated the name of the dataset, the probabilities of the more frequent classes, and a general indication if the experiment prediction was accurate (“✓” indicates an experiment with a correct prediction, i.e., the predicted class, “†” indicates otherwise).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Predicted probabilities</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coffee</td>
<td>j: 94.28%</td>
<td>✓</td>
</tr>
<tr>
<td>Symbols</td>
<td>f: 12.51%; g: 11.94%</td>
<td>✓</td>
</tr>
<tr>
<td>WordsSynonyms</td>
<td>i: 29.51%; j: 29.01%</td>
<td>✓</td>
</tr>
<tr>
<td>ItalyPowerDemand</td>
<td>i: 40.21%; j: 42.54%</td>
<td>✓</td>
</tr>
<tr>
<td>petr3</td>
<td>b: 18.68 %</td>
<td>✓</td>
</tr>
<tr>
<td>bbas3</td>
<td>b: 45.37%</td>
<td>✓</td>
</tr>
<tr>
<td>brfs3</td>
<td>b: 55.80%</td>
<td>✓</td>
</tr>
<tr>
<td>vale3</td>
<td>a: 37.30%</td>
<td>†</td>
</tr>
<tr>
<td>Paris Temp</td>
<td>c: 21.55%; i: 25.08%</td>
<td>†</td>
</tr>
<tr>
<td>WaveDS</td>
<td>e: 48.63%; f: 48.03%</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1: Probabilities and classes found for each dataset (“✓” indicates accurate and “†” indicates inaccurate).

For dataset Paris Temp the problem seems related to the bimodal characteristic of the data, since two non adjacent classes (c and i) were the more frequent ones. Dataset vale3, however, seems to be a more complex case and it deserves a deeper analysis in the future.

7 Conclusion
We successfully created a process that drives us into a next step to forecast data with high dimensionally. Our process is capable of making stochastic predictions through Markovian models coping with the curse of dimensionality. Our tests shows that the new process created is useful to reduce the data dimensionality and perform forecasting through stochastic models. Also connecting the best techniques in the literature we were able to automate the steps that usually demands time and effort from specialists.

More than forecasting, this process provides a new way to perform data mining tasks in high dimensional data. Now we are able to use Makovian models to knowledge discovery with a large amount of data, due to the curse of dimensionality it was infeasible before. This brings us to new challenges, once that we have a large amount of algorithms to solve problems using stochastic models.

In the implementation front, the next step is to generate the SAN code through the Coder, thus we can save time performing multiples executions due to the SAN format and the large variety of the algorithms already implemented in the SAN tools [6] [27]. This certainly will bring us more performance to make more tests and use the model into new scenarios, such as big data.

Other possible application is the real time prediction for streaming data. A dimensionality reduction can be applied online generating SAN code to be solved in real time, thus predicting next states.
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