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Abstract

Automatic service discovery in heterogeneous environ-
ment is becoming one of the challenging problems for ap-
plications in semantic web, wireless sensor networks, etc.
It is mainly due to the lack of accurate semantic similari-
ty assessment between profile attributes of user request and
web services. Generally, lexical semantic resources con-
sist of corpus and domain knowledge. To improve similar-
ity measures in terms of accuracy, various hybrid methods
have been proposed to either integrate different semantic re-
sources or combine various similarity methods based on a
single resource. In this work, we propose a novel approach
which combines vector similarity metrics in a continuous
vector space to evaluate semantic similarity between con-
cepts. This approach takes advantage of both corpus and
knowledge base by constructing diverse vector space mod-
els. Specifically, we use differential evolutionary (DE) al-
gorithm which is an powerful population-based stochastic
search strategy for obtaining optimal value of the combi-
nation. Our approach has been validated against a variety
of vector-based similarity approaches on multiple bench-
mark datasets. The empirical results demonstrate that our
approach outperforms the state-of-the-art approaches. The
results also indicate the continuous vectors are efficient for
evaluating semantic similarity, since they have outstanding
expressiveness to latent semantic features of words. More-
over, the robustness of our approach is presented by the
steady measure results under different hyper-parameters of
neural network.
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1 Introduction

The vast number of information and heterogeneous re-
sources distributed on the web have made the semantic anal-
ysis and semantic interoperability more challenging, espe-
cially in some fields such as semantic web, natural language
processing (NLP) and social network. Semantic similari-
ty measurement for concepts, which measures the degree
of similarity or dissimilarity between two concepts, enables
the precise service discovery and information inquiry. For
example, a user who is querying the bank service can ob-
tain results consisting of the words deposit and interests
rather than slope and river. Hence, the semantic similari-
ty measurement for concepts has been an attractive research
content and also an important component in the related ap-
plications, such as automated service discovery [27], text
classification [15] and emotion mining [4].

Existing approaches to measuring semantic similarity
between concepts can be divided into corpus-based and
knowledge-based approaches in terms of the semantic re-
sources available. Corpus-based approaches primarily map
a given corpus into a vector space [37] to compute the sim-
ilarity between lexicon vectors. The words close togeth-
er in the vector space tend to be semantically similar or
occur in similar contexts. In these approaches, semantic
features of words derive from the distributional properties
of words in statistic corpus, which consist of the distribu-
tion and the frequency of lexical context. Corpus-based
approaches are limited to the distributional VSM based on
lexical co-occurrence statistics in corpus, since the vectors
are modeled by “bag of words” which scratch the surface of
words without reflecting sufficient semantic association of
words. To explicitly decode implied semantic information
from corpus into the distributional vector space, some relat-
ed works leverage dimension reduction technologies such
as Latent Semantic Analysis (LSA) [12], Latent Dirichlet
Allocation (LDA) [8] and distributional information simi-



lairity [20]. However, these works still use discrete vectors
which lack the powerful expression capability of latent se-
mantic and syntactic information. Therefore, rare and poly-
semous words are often poorly estimated.

Knowledge-based approaches take advantage of pre-
existing knowledge bases such as thesauri and WordNet on-
tology [24] to measure semantic similarity. In terms of se-
mantic properties used in semantic computations, WordNet-
based measures can be roughly classified into path-based,
information content (IC)-based, feature-based and hybrid
measures. The path-based measures and the IC-based mea-
sures mainly exploit the path difference and IC difference
between concepts, while the feature-based measures rely on
constructing concept vectors based on intrinsic properties of
concepts and computing the similarity between vectors. As
the feature-based approaches, gloss overlaps [6] and the co-
sine similarity between gloss vectors [28] can be directly
used to measure semantic similarity. Liu et al. took local
densities as the intrinsic properties of concepts and comput-
ed the cosine similarity of concept vectors for measuring
semantic similarity between concepts [21].

To capture different aspects of semantic similarity be-
tween concepts, a variety of combined strategies are pro-
posed, in terms of different measures and heterogeneous se-
mantic resources. Yih and Qazvinian incorporated differ-
ent vector measurements based on the heterogeneous lex-
ical sources such as Wikipedia, web search engine, the-
saurus and WordNet [35]. Alves et al. proposed a regres-
sion function where lexical similarity, syntactic similarity,
semantic similarity and distributional similarity are input
as independent variables [2]. Similarly, Bér et al. intro-
duced a linear regression model integrating multiple content
similarity values at the aspects of string, semantic, struc-
ture, etc [7]. Chaves-Gonzalez and MartiNez-Gil combined
WordNet-based semantic similarity measures using a meta-
heuristic algorithm to find a optimized solution [9]. Mihal-
cea et al. focused on the corpus-based cosine similarity and
WordNet-based similarity [5]. In their approach, the dis-
tributed word vectors were linearly aggregated into diverse
level representation related to phrase, sentence and para-
graph. These hybrid approaches integrate different vector
space models or different similarity methods with a single
resource. However, few measures focus on the combination
of vector similarity metrics for semantic similarity measure-
ment.

This work contributes to integrating various vector sim-
ilarity metrics such as cosine distance and Euclidean dis-
tance using a differential evolutionary (DE) algorithm. We
assume that different metrics can induce varying degrees
of semantic similarity between concepts. E.g., the cosine
distance determinates the angle distance between two vec-
tors (directional similarity) in the vector space, whereas the
Euclidean distance evaluates straight-line distance between

two vectors (magnitude similarity). Hence, in this work,
fine-grained semantic similarities from different aspects are
provided by a variety of metrics to optimize the similarity
measurement. We use a DE algorithm to combine different
vector-based similarity measures which rely on either cor-
pus or WordNet. Furthermore, inspired by the application
of distributed word representation from deep learning [22],
we measure semantic similarity in the continuous vector s-
pace which reveals latent semantics. In addition, we con-
duct an additional experimentation to study the effects of
various similarity metrics and hyper-parameters of neural
network on the results of semantic comparison, since some
systematical investigations indicated that the vector-based
similarity approaches highly depend on the quality of VSM
construction.

The rest of this paper is organized as follows: the related
works are presented in Section 2. The problem and similar-
ity metrics we used in this work are summarized in Section
3. Our methodology and experimental results on several e-
valuation criterions are discussed in Section 4. Conclusions
and future work are given in Section 5.

2 Related works

Previous semantic similarity measures take advantage of
domain ontology or corpus to compute the similarity be-
tween words. Ontology-based measures focus on explor-
ing structure properties of ontology in semantic similar-
ity computation, while corpus-based measures are based
on the similarity of discrete vectors and improved by the
technologies of dimensionality reduction. As an alternative
of discrete vector model, the continuous word representa-
tion derived from deep learning has significantly benefited
the vector-based semantic similarity measurement recently
[36]. Continuous word representation, namely distributed
word embedding, is a real-valued vector whose each di-
mension represents a latent semantic feature of words. In
the continuous VSM, the words are encoded within a low-
dimension vectors via unsupervised neural network train-
ing, which can better understand the significance and syn-
tactic structure of words in a corpus text. With the powerful
expressiveness of latent semantics, the continuous VSMs
contribute to the outstanding performances of semantic dis-
ambiguation and analogy reasoning as well as other tasks
[18]. Specially, according to Mikolov [23], the continuous
word representations are independent across languages in
terms of analogy relationship of word pairs.

Similarity metric or distance metric is an important part
of vector similarity measures. When evaluating the seman-
tic similarity of concepts, most works perform with a single
computational metric, such as vector overlaps, cosine dis-
tance and Euclidean distance [1]. Based on the cosine sim-
ilarity of vectors, Faruqui and Dyer evaluated the concept



similarity and the diversity of continuous word embeddings
derived from different natural networks [13]. Pennington
et al. learned distributed vectors from unsupervised global
log-bilinear regression model with matrix factorization, and
took the cosine value of the vectors as concept similarity
[29]. However, a single metric could not capture all the as-
pects of semantic similarity and suit all types of input data.
In addition, some works focus on studying effects of vari-
ous similarity metrics on semantic similarity measurement.
These studies contribute to the integration of different com-
putational metrics. As an instance, Kiela and Clark studied
the computational metric, data source, dimensionality re-
duction strategy, term weighting scheme and the parameters
of vectors including window size and feature granularity in
similarity tasks [19]. However, their evaluation concentrat-
ed on the distributional vector models. As regards continu-
ous distributed vector model, Hill et al. demonstrated that
the larger training windows work better for measuring simi-
larity of abstract words than concrete words, and vice versa
[17]. Chen et al. found that the lower dimensions of word
embeddings significantly drop the accuracy of the classifiers
across all the publicly available word embeddings [10]. In-
spired by these work, we focus on the continuous vector
space. Differing from other studies on similarity measures,
we take advantage of vector similarity metrics.

Instead of proposing a new vector similarity metric, our
study aims to improve the evaluation results obtained in sin-
gle metric by combining multiple vector similarity function-
s. Hence, we propose a combination strategy to assessing
semantic similarity based on the differential evolutionary
(DE) algorithm. The algorithm of DE [34] is a population-
based stochastic search strategy for solving global optimiza-
tion problems. It derives from evolutionary algorithm (EA)
and has multiple variants according to the strategy for gen-
eration of new candidate members [11, 26]. These variants
have been proved applicable for continuous function opti-
mization in a large number of research domains such as heat
transfer [3].

3 Semantic similarity measurement based on
differential evolutionary algorithm

In this section, we define the problem and research ob-
ject on similarity evaluation, and describe the proposed hy-
brid measure which incorporates the heterogeneous similar-
ity metrics for vector via differential evolutionary algorith-
m. In this work, the differential evolution algorithm is used
for addressing the problem of the incorporation of various
metrics, since it offers competitive solutions for evaluating
the different aspects of semantic similarity. It iteratively
assigns each similarity metric a specific weight. Fig. 1 il-
lustrates the DE algorithm in our work. It performs with the
similarity values provided by various vector-based metric-
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Figure 1. lllustrative workflow of the differen-
tial evolution (DE) algorithm.

s. All the metrics evenly contribute to evaluate the degree
of semantic similarity between two concepts at the begin-
ning of the differential evolution. Then the metric which
provides the most similar results to the human judgement is
offered the highest weight after automatic evolution process
consists of initialization, mutation, crossover and selection.

3.1 Problem definition

There are given two concepts C; and Cs, the problem is
to determine the degree of their semantic similarity. The
vector-based semantic similarity calculation not only de-
pends on the quality of vector but also involves the vector
distance metric. Hence, we adopt various similarity met-
rics with low-dimensional continuous vectors. Each metric
focuses on different lexical semantic relations between con-
cepts consist of synonymy, hypernymy, hyponym and even
antonymy, as well as co-occurrence relation [38], which re-
spectively provide a certain degree of semantic similarity.
Based on the combination strategy, we realize the integra-
tion of different metrics to capture semantic relations and
determine semantic similarity between vectors. Formally,
we define the two concepts as vector X and Y.

3.2 Vector similarity metrics

There exist numbers of metrics for vector similarity com-
putation. Table 1 summarizes the similarity metrics ex-
plored in our work for two concept vectors. The first column
indicates the general type of metrics and the second colum-
n gives their formalized definition. And the third column
presents a brief explanation of the metrics.

From the perspective of vector direction, cosine metric
measures how similar two vectors are. On the contrary, Eu-



Table 1. Similarity metrics between n-dimensional vector X and Y.

Similarity measure

Function definition

Description

Cosine similarity computes cosine value of the vectorial angle in vector space

Euclidean distance evaluates the absolute length of the line segment which
connects the terminal points of two vector

Also known as the Cityblock distance, which is only possible to travel directly
along pixel grid lines when going from one pixel to the other

Chebyshev distance evaluates the maximum of the absolute distances in each
dimension of vectors

Correlation distance evaluates the degree of linear correlation between vectors

Tanimoto similarity measures the degree of shared features between two vectors
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clidean distance which is sensitive to the absolute difference
of individual numerical features provides us the magnitude
of the difference between two vectors. Other distance mea-
sures such as Manhattan distance and Chebyshev distance
evaluate the sum or the maximum of differences on the fea-
tures of vectors. Correlation distance contributes to reveal-
ing the linear association between two vectors. The Tani-
moto coefficient is used to measure matching degree of the
features between two vectors.

3.3 Differential evolution algorithm

The hyper-heuristics DE algorithm works as a solution
for the global optimization of the combination of vector
metrics. It holds a population with the size of NP and de-
fines each member of the population as a candidate solution
that a vector of weighting coefficients. In the evolution pro-
cess, new individuals are generated due to the difference be-
tween the chosen individuals (see Fig. 2). Table 2 profiles
the individuals in population, where each dimensionality
of the individuals represents a similarity metric M} whose
similarity result weighted by and the coefficient w(My).

Table 2. Individual profile.
Metric 2 | Metric 3

w(Mz) | w(Ms)

Metric N
w(My)

Metric 1
w(M)

One individual in a population is represented as a vector
like I = [w(M),w(Ms),....w(My)] where each element
w(My) € [MIN,MAX] is a real number. To some exten-
t, the task of DE algorithm is a search for a vector I* to
optimize the objective function of the given problem. DE
performs the evolution of NP individuals I:k with N dimen-
sions (¢=1,2,...,NP; k=1,2,.. ,N) in a vast search space. It
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Figure 2. Profile of the rand/1/bin differential
evolution (DE) algorithm.

consists of three basic operations that mutation, crossover
and selection. Among the existing variants of DE algorith-
m, we choose the strategy rand/1/bin [34] in this work,
in terms of the scheme of mutation and crossover as well
as selection. The notation rand/1/bin indicates how the
mutation and crossover operators work. That is, the DE al-
gorithm selects individuals at random, then adopts binomial
crossover (bin) and a unique difference vector (/1/) to gen-
erate the mutation of the random individual (rand) in the
parent population. Fig. 2 illustrates the rand/1/bin strate-
gy, and its configures are detailed in Section 4. This strategy



starts with the random generation of the population through
assigning a random weights to each gene of the individual.

The main process of the DE algorithm initiates after cal-
culating fitness for the whole population. DE algorithm s-
elects the individuals consisting of target individual I,, and
three randomly chosen individuals I:l, 1:2, I»:g. Then the
weighted differential mutation 81 is calculated according to
the expression that S« F. (I:l — 1:2), where the mutation
factor I’ scales the effect of the pairs of chosen individuals
on the calculation of the mutation value. Then the mutant
individual I is produced via modifying each gene of I3
with the 67, which is formalized as I — IT3 + 1. DE
exploits binary crossover operation to obtain the trial indi-
vidual and so that keeps the diversity of population. The
trial individual vector I, is generated via crossing I, and
I,,, with the binary crossover scheme as the expression that
I; — binCrossover(ft,I;?P). The crossover probabil-
ity, P € [0, 1], controls the effect of parents on the gener-
ation of offsprings. The process of DE algorithm is ended
at comparing It against the new individual Itr in terms of
fitness and determining whether replace it with the I,, ac-
cordingly. The better individual will be saved in the position
of original I, which is described as,

i { Ly if  f(L) < [(L)
UL

otherwise
where f(f) is the objective function of vector I to be min-
imized. For each individual, the above process is repeated
parallelly with the max iteration (i.e., generations) of G dur-
ing evolution. Finally, the individual I* with the best fitness
is returned as the optimized result of the DE algorithm.

In this work, Pearson correlation coefficient [33] is tak-
en as the fitness of each individual to evaluate the quality
of each individual. This correlation, p,,, is calculated as
follows:

6]

b Covley) _ Blay) - B@EW)
" V/D(@)y/Dly) V' D(x)/D(y)

where the numerator is covariance of variable = and variable

y, E(x) refers to the expectation of variable z. The denom-

inator is the product of the standard deviations of variable x

and variable y.

The correlation is used to compare computational results
of various similarity methods with the human judgments for
word pairs. It is a floating point value between -1 (extreme
negative correlation) and +1 (extreme positive correlation)
which indicates the degree of linear dependence between
the computational methods and human opinion. The near-
er the value of correlation is to any of the extreme values
(-1 or +1), the stronger is the correlation between the vari-
ables and the higher is the performance of the method. If
the Pearson correlation of a method gets near to 0, it in-
dicates the method results in poor performance. In terms

of Pearson correlation, we compare the performance of our
combination strategy and other methods for semantic sim-
ilarity measurement. Besides, the parameters of DE algo-
rithm consisting of NP, F, P and G need to be fixed as
constants. In the following Section 4, we give the concrete
values conducted in our experiments.

4 Experiments and results

In this section we demonstrate the experiments which
conduct the combination of various vector similarity metric-
s on different benchmarks and discuss the results. In order
to measure semantic similarity between concepts in contin-
uous feature vector space, we learn continuous distributed
concept vectors by training neural network model.

4.1 Methodology

We use the tool word2vec' to implement CBOW neural
network model since its effectiveness and simplicity. We
formalize a refined vocabulary as V. For a word w in V,
the CBOW model averages the set of its context ¢; ={w;_p,

o Wi_1, Wii1, - - - Wiy Which consists of k words to
the left and right at projection layer. The training objective
of CBOW is to maximize the log probability of the target
word w, formally,

1 T
Obj=m> >

t=1 (—k<j<k,j#0)

lng(wt|wt+j) 3

where w; is a given target word, w;; is the surrounding
words in context, and k is the context window size. The
inner summation spans from -k to +k to compute the log
probability of correctly predicting the central word w; giv-
en all the context words w; ;. The conditional probability
p(wi|wy+;) is defined in the following softmax function:

exp(ved (wy) Tvee(wiy ;)

Sy exp(vec (w) Tvec(wey ;)

where vec(w) and vec(w) refer to the input vector and out-
put vector of word w.

Three unlabeled corpora are fed as input of the CBOW
model, including Wikipedia®> (3,483,254 word types and
10° tokens), BNC? (346,592 word types, 107 tokens) and
Brown Corpus* (14,783 types, 10° tokens). Once the input
corpora are available, pre-processing of corpus is conduct-
ed firstly, including data cleaning, tokenization, abbrevia-
tion removal, stop-word removal, etc. Named entities and

“4)

p(wt|wt+j) =
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“http://nltk.googlecode.com/svn/trunk/nltk_data/index.xml/



special terms that contain uppercase letters are taken as ab-
breviations and removed from the corpus since they may
significantly impact the training precision. In most studies
on NLP, stop words are considered useful for handling syn-
tax information, such as progressive relationship and tran-
sition relation. However, we consider that this work mainly
focuses on the expression ability of word vectors, whereas
stop words which occur frequently disturb the sense-group
of sentences due to they have little real meaning. Therefore,
the stop words are removed to avoid over-training and make
the remaining lexical meaning clearly represented. There-
fore, we get a vocabulary of over 0.8 billion tokens after
processing the raw corpora in advance.

Based on the generated continuous vectors, different
similarity results between concepts are computed by various
vector metrics. These results are input into the DE algorith-
m to obtain a optimized value. Table 3 summarizes the con-
figuration settings of the DE algorithm in this work, which
provides more competitive results based on the rand/1/bin
strategy than other variants of DE algorithm?.

Table 3. Optimal parameters.

Parameter Value
Population size, N P 10*N
Mutation factor, F' 0.5
Crossover probability, P 0.1
Max generations, G 1000
Max, Min +10, -10

4.2 Benchmark datasets

7 benchmarks are conducted in our experiments for re-
sults verify, including WS-353, WS-sim, WS-rel, RG-65,
MC-30, YP-130 and MTurk-287. These datasets are wide-
ly used in word similarity studies to compare the semantic
similarity methods with human judgements. The WS-353
dataset [14] contains of 353 word pairs of English words
with similarity rating by humans. The degree of similarity
of each pair is assessed on a scale of 0-10 by 13-16 human
subjects, where the mean is used as the final score. WS-
353 was further divided into two subsets [1] that similar
pairs (WS-sim) and related pairs (WS-rel) in terms of the
degree of similarity between word pairs. The RG-65 [32]
contains 65 pairs of words assessed on a 0-4 scale by 51 hu-
man subjects. The MC-30 dataset [25], 30 word pairs from
RG-65, are reassessed by 38 subjects and a small portion of
WS-353. Although these datasets contain overlapping word
pairs, their similarity scores are different since they are giv-
en by different human judges in the diverse experiments.

Shttp://www Licsi.berkeley.edu/ storn/code.html

In addition, the WS-353 contains the words within various
part-of-speeches whereas others merely contain nouns. We
also evaluate our model on the Mturk-287 benchmark [31]
which consists of 287 word pairs evaluated by 10 subjects
on a scale of 1 to 5 for each and crowdsourced from Ama-
zon Mechanical Turk. To specifically emphasize the effec-
t on verb, the YP-130 dataset [39] that contains 130 verb
pairs was created and judged by human as well.

4.3 Result discussion

We conduct three kinds of experiments to evaluate the
proposed approach described in Section 3. Firstly, we com-
pare our DE-based approach with two different sets of simi-
larity metric (vector-based metrics and WordNet-based met-
rics) on the RG-65 benchmark dataset. Next, we implement
our approach on multiple benchmark datasets. Finally, we
investigate the parameters of CBOW model which include
dimension and window size to demonstrate the robustness
of our approach and the effect of these parameters on the
similarity measurement of concepts.

4.3.1 Experiments with different metrics on RG
dataset

Our approach is compared against two sets of metrics on
RG dataset. Firstly, we evaluate various similarity metric-
s based on the continuous vectors extracted from corpus.
Table 4 presents the Pearson correlation between the com-
putational results and human ratings on RG dataset, where
the top lists the performance of individual similarity metrics
and the bottom shows the result of our DE-based approach.
The experimental results demonstrate that our approach im-
proves the accuracy of existing corpus-based vector similar-
ity metrics and achieves a result of 0.894 with the dimension
of 500 and window size of 7. While the result of cosine met-
ric which is considered as most effective in most of previous
literatures achieves 0.805.

Table 4. Pearson correlation between compu-
tational vector metrics and human ratings on
RG dataset.

Similarity method Correlation

Chebyshev 0.660
Tanimoto 0.785
Manhattan 0.788
Euclidean 0.794
Correlation 0.805
Cosine 0.805
Ours (6 metrics) 0.894




In order to take full advantage of the semantic informa-
tion from both WordNet and corpus, we further integrate t-
wo additional gloss-based methods into the DE strategy. As
mentioned in Section 1, WordNet-based similarity methods
contain four categories that path-based, IC-based, feature-
based and hybrid methods. In this experiment, we focus
on the feature-based methods where the feature properties
of WordNet are used to construct concept vectors. There-
fore, beside the vector metrics presented in Table 4, our
approach combines extended gloss overlap [6] and cosine
similarity of gloss vector [28]. For comparison, we choose
some hybrid methods which tend to be superior to other
WordNet-based methods since they adequately employ var-
ious semantic information from WordNet.

Table 5. Pearson correlation between
WordNet-based similarity methods and
human ratings on RG dataset.

Similarity method Correlation
Extended gloss overlap[6] 0.350
Gloss vector[28] 0.797
Liu [21] 0.810
Pirro[30] 0.872
Gao[16] 0.885
Ours (8 metrics) 0.903

Table 5 indicates that our DE-based combination better
aligns with human judgement in contrast with the individ-
ual feature-based methods and hybrid methods in the stud-
ies related to WordNet. The results also show that continu-
ous vectors learned from corpus seem to supply more pre-
cise semantic than the gloss vector extracted from WordNet.
Moreover, although having relatively high performance as
well as our approach, the hybrid method proposed by Gao
[16] requires parameters to be settled.

4.3.2 Experiments with different datasets

Table 6 summarizes the results of state-of-the-art similari-
ty methods on 7 benchmarks, such as WS-353, YP-130, etc.
While outperforming our approach on the WS-353, WS-sim
and WS-rel dataset, the approach of Yih [35] needs more
heterogeneous semantic sources (web search, Wikipedia,
Bloomsbury and WordNet) to turn out averaged cosine sim-
ilarity score. Based on both web corpus and WordNet, A-
girre et al. [1] conduct a supervised combination of several
similarity methods, which obtains a higher result than ours
on the RG-65 dataset. However, their approach has to train
a SVM to turn parameters and needs a mass of training da-
ta. Unlike some approaches [31] that perform well on some
datasets but poorly on others, our approach is more robust

since it holds high performance on the additional MTurk-
287 dataset and YP-130 dataset. In order to further evalu-
ate the quality of the continuous real-value vectors learned
via neural network training, we perform our DE-based ap-
proach across different parameter settings.

4.3.3 Experiments with different parameters of
CBOW model

In our study, the quality of concept vector depends on the
hyper-parameters of CBOW model. To further indicate the
robustness of our approach, we estimate the window size of
training and the dimensionality size of vector. The window
size is set to 3 up to 9. The dimensionality which reveals
the feature granularity of vectors ranges from 100 to 900
with a step length of 100. According to the results on RG
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Figure 3. The performances of our method un-
der different settings of dimensionality and
window.

dataset shown in Fig. 3, our approach keeps steady across
different dimensionality and window sizes, which implies
the continuous vector representations used in our approach
remain stable expression of semantic features. However,
the curved surface suffers a drastic decline near the point
with dimensionality 900 and window 9 due to the overfitting
resulted by excessive training.

5 Conclusions

This work proposes a differential evolutionary based ap-
proach to measure the semantic similarity in a continuous
vector space. The differential evolutionary algorithm is
used to leverage the results derived from different vector-
based similarity metrics and find a optimal combination s-
trategy of the metrics. The continuous vectors which reveal



Table 6. The performance of state-of-the-art methods on multiple datasets.

RG-65 MC-30 WS-353 WS-sim WS-rel

MTurk-287 YP-130

Similarity method

Yih [35] 0.89 0.89 0.81
Radinsky [31] NA NA 0.80
Agirre [1] 0.96 0.92 0.78
Ours (8 metrics) 0.90 0.93 0.76

E3

0.87 0.77 0.68 NA’
NA NA 0.63 NA
0.83 0.72 NA NA
0.83 0.70 0.71 0.75

* N/A means empty value.

latent semantic features of words are explored to improve
the vector similarity computation. The experiment result-
s demonstrate our combined approach outperforms other
similarity methods on multiple benchmark datasets and has
the robustness under different training parameters. In future
works, we will present an WordNet-constrained neural net-
work model to further improve the quality the distributed
vectors and the accuracy of the semantic similarity mea-
surement between concepts.
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