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Abstract—Raft is a popular distributed consensus protocol
and is used to build highly available and strongly consistent
services in the industry. Using Maude, we formally specify the log
replication in Raft and conduct model checking to check whether
the protocol enjoys the Log Matching Property and the State
Machine Safety Property. The Log Matching Property is that if
two logs contain an entry with the same index and term, then
the logs are identical in all entries up through the given index.
The State Machine Safety Property is that if any two servers
have applied two entries to their state machines at a same index,
the two entries must be always the same. Our model checking
experiments show that the protocol enjoys the properties under
the condition that we limit the length of the server’s log and the
number of servers.

Index Terms—state machines, invariant properties, rewriting
logic, search command

I. INTRODUCTION

Distributed consensus protocols, such as Raft [1], play a
critical role in modern computing systems. These systems re-
quire high availability and strong consistency. The correctness
of the systems is highly dependent on the correctness of Raft,
and therefore, Raft provides significant functionality, and a bug
in Raft can have tremendous effects; however, it is difficult to
implement correctly distributed consensus protocols and to test
their correctness. A proof assistant, such as Coq [2], allows us
to prove that Raft enjoys the desired properties, but the time
required for the investigation would probably be very long.

In this paper, we concentrate on the log replication, which is
one of the basic mechanisms in Raft. We formally specify the
log replication in Raft using Maude, which is a rewriting logic-
based specification/programing language. We model check
with Maude that Raft enjoys the Log Matching Property and
the State Machine Safety Property, which are the properties
that Raft is expected to guarantee. The Log Matching Property
is that if two logs contain an entry with the same index and
term, then the logs are identical in all entries up through the
given index. The State Machine Safety Property is that if any
two servers have applied two entries to their state machines at
a same index, the two entries must be always the same. Our
model checking experiment shows that Raft enjoys the two

This work was supported in part by the Japan Society for the Promotion
of Science (JSPS) KAKENHI under Grant JP24H03370.

DOI reference number: 10.18293/DMSVIVA23-010

properties. The formal specification of the Raft log replication
in Maude is available online1.

The contribution of the work described in the present
paper is to demonstrate how the log replication in Raft is
formally specified in Maude and model checked with the
Maude and to show that Raft enjoys the two properties under
the condition that the length of the server’s log and the number
of servers are limited. We assume that a server in a Raft cluster
conducts unexpected operations, which is different from the
log replication in Raft. A server failure can result not only in a
simple shutdown, but also in incorrect behavior. It is preferable
to be able to handle the latter as well. Our model checking
experiments also show that servers except for a server that
conducts unexpected operations enjoy the two properties. To
our knowledge, no study has examined this.

Diego Ongaro’s original description of Raft [3] showed a
formal specification of Raft in TLA+ [4] but did not show
how to model check invariants of Raft with the TLA model
checker. The description reported that using the TLA model
checker on the specification was attempted but was abandoned
because this approach did not scale well to larger models. The
formal verification of the safety properties of the Raft was
conducted using the Verdi framework for distributed systems
verification [5]. This formal verification in Verdi proves some
invariants, and consists of approximately 50,000 lines of Coq
[2].

II. PRELIMINARIES

Raft [1] is a distributed consensus protocol. Raft divides
a distributed consensus problem into two independent sub-
problems: leader election and log replication2. In leader elec-
tion, Raft chooses at most one leader in each logical time
called a term. There is one and only one leader in a Raft
cluster in regular operations and all the other servers are then
followers. In log replication, the leader accepts requests from
clients, saves such requests in its log, and forwards them

1https://github.com/11Takanori/raft-maude
2Diego Ongaro et al. discussed that Raft divides a distributed consensus

problem into three independent sub-problems: leader election, log replication,
and safety [1]. In this paper, we consider that Raft divides the problem into
two independent sub-problems: leader election and log replication, and safety
is a requirement to be satisfied by the two subproblems.
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to all the other servers. On receipt of such requests, each
server saves them in its log. When the leader receives positive
replies for a client request from the majority of servers, it
commits (or consents to) the request. Each server has a state
machine in which clients’ requests are processed. When a
follower receives a message saying that a client request has
been committed, the follower commits the clients’ request up
to the client request (inclusive).

We describe the log replication in a bit more detail. The
leader serves the client’s request and appends it to its log. To
replicate log entries, the leader sends appendEntries request
messages to each of the other servers in the Raft cluster. Each
server that has received the appendEntries request message
responds to the message by sending a appendEntries response
message to the leader. The appendEntries request message
includes the following:
• term - the leader’s term
• leaderId - the leader’s ID
• prevLogIndex - the index of the log entry immediately

preceding new ones
• prevLogTerm - the term of the log entry immediately

preceding new ones
• entries - the log which contains leader’s term and the

client request messages
• leaderCommit - the leader’s commit index

The appendEntries response message includes the following:
• term - the receiver’s term
• success - a boolean value that means whether the receiver

appends the new log entry to its log or not
If the follower that receives appendEntries request message
finds an entry in its log with the same prevLogIndex and
prevLogTerm, and the follower’s term is not bigger than the
leader’s term, then the follower appends the new log entry
to its log; otherwise, the follower refuses the new log entry.
When the log entry has been replicated on a majority of the
servers in the Raft cluster, the leader applies the log entry to
its state machine (called commit). If the leader’s commitIndex
is greater than the commitIndex of the follower, the leader’s
commitIndex and the follower’s index of the last new entry are
compared and the follower commits at a smaller one. If the
followers’ log is inconsistent with the leader’s log, the leader
decrements nextIndex and retries the appendEntries request
message. The leader maintains a nextIndex for each follower,
which is the index of the next log entry the leader will send to
that follower. In log replication, Raft is expected to guarantee
the Log Matching Property and the State Machine Safety
Property. These properties are discussed in the introduction.
Raft is expected to guarantee that each of all properties is true
under all non-Byzantine conditions, including network delays,
duplication, partitions, message loss, and reordering.

A state transition system3 is 〈S, I, T 〉, where S is a set
of states, I ⊆ S is the set of initial states, T ⊆ S × S

3It may be called a state machine but because what are called state machines
are used by Raft, we use the terminology ”state transition system” in this
paper.

is a binary relation over states. Each element (s, s′) ⊆ T
is called a state transition from s to s’ and T is called the
state transitions. There are multiple possible ways to express
states. In this paper, we express a state as a braced associative-
commutative collection of name-value pairs, where a name
may have parameters. Associative-commutative collections are
called soups according to the nomenclature of the Maude
community, and name-value pairs are called observable com-
ponents. That is, a state is expressed as a braced soup of
observable components. We use the juxtaposition operator
as the constructor of soups. Let oc0, oc1, oc2 be observable
components, and then oc0 oc1 oc2 is the soup of those three
observable components. A state is expressed as {oc0 oc1 oc2}.
T is specified in terms of rewrite rules. A rewrite rule starts
with the keyword rl, followed by a label enclosed with square
brackets and a colon, two pattern connected with =>, and
ends with a period. A conditional rewrite rule starts with the
keyword crl and have a condition following the keyword if
before a period. The following is a form of a conditional
rewrite rule: crl [lb] : l => r if ... /\ ci /\ ... where lb is a
label given to the rule and ci is part of the condition, which
may be an equation lci = rci. The negation of lci = rci
could be written as (lci =/= rci) = true, where = true could
be omitted. If the condition ... /\ ci /\ ... holds under some
substitution σ, σ(l) can be replaced with σ(r).

III. FORMAL SPECIFICATION OF THE LOG REPLICATION

To formalize the log replication in Raft as a state transition
system, we use the following observable components.
• (term[s]: t) - s is a server ID. t is a term. This means that

the term of a server s is t. For each server s participating
in a Raft cluster, an instance of this observable component
is used.

• (role[s]: r) - s is a server ID. r is a role: leader or follower.
This means that the role of a server s is r. For each
server participating in a Raft cluster, an instance of this
observable component is used.

• (log[s]: l) - s is a server ID. l is a list of log entries. This
means that a server s has a log l. A server s appends log
entries to the log l. For each server a participating in Raft
cluster, an instance of this observable component is used.

• (commitIndex[s]: ci) - s is a server ID. ci is an index
of highest log entry known to be committed. This means
that index ci is the highest index at which a server s has
committed log entries. For each server s participating in
a Raft cluster, an instance of this observable component
is used.

• (nextIndex[s0][s1]: ni) - s0 and s1 are server IDs. ni is an
index of the next log entry that has been sent to s1 by s0.
This means that a server s0 will next send a server s1 a
log entry at nextIndex ni. A leader maintains a nextIndex
for each follower, which is the index of the next log entry
the leader will send to the follower. For each follower of a
leader, an instance of this observable component is used.

• (matchIndex[s0][s1]: mi) - s0 and s1 are server IDs. mi
is an index of the highest log entry such that s0 knows
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that s1 has its replication of the log entry. This means
that index mi is the highest index at which server s0 has
sent server s1 a log entry. For each follower of a leader,
an instance of this observable component is used.

• (servers: ss) - ss is a soup of server IDs. This maintains
the IDs of all servers participating in a Raft cluster. One
instance is only used and ss never changes.

• (clientRequests: c) - c is the messages that a client sends
to a Raft cluster. One instance is only used. When a client
sends a Raft cluster a message, the message is deleted
from clientRequests.

• (network: n) - n is a soup of messages. This expresses
the network with which the servers participating in a Raft
cluster exchange messages. One instance is only used. A
message that has been put into n is never deleted, which
expresses that a message may be duplicated. Although a
message is never deleted from the network, it would be
possible for a server to never receive a message addressed
to the server, which expresses that a message may be lost.

When there are three servers s0, s1 and s2 that participate in
a Raft cluster, the initial state defined init is as follows:
{(term[s0]: 1) (term[s1]: 1) (term[s2]: 1)
(role[s0]: leader) (role[s1]: follower)
(role[s2]: follower)
(log[s0]: empty) (log[s1]: empty) (log[s2]: empty)
(commitIndex[s0]: 0) (commitIndex[s1]: 0)
(commitIndex[s2]: 0)
(nextIndex[s0][s1]: 1) (nextIndex[s0][s2]: 1)
(matchIndex[s0][s1]: 0) (matchIndex[s0][s2]: 0)
(servers: (s0 s1 s2)) (clientRequests: (cr0 cr1))
(network: empty)} .

In the initial state, each value is as follows:
• the term of each sever is 1
• the role of the server s0 is a leader
• the role of the server s1 and the server s2 is a follower
• the list of log entries that has been appended by each

server is empty (meaning that each server has not yet
appended any log entries to its log)

• the index that each server has committed is 0 (meaning
that each server has not yet committed any log entries)

• the index of the next log entry that the server s0 will send
to the server s1 and the server s2 is 1

• the highest index at which the server s0 has sent the server
s1 and the server s2 a log entry is 0 (meaning that server
s0 has note yet known to be replicated on server s1 and
server s2)

• the soup of the servers that participate in a Raft cluster
is s0 s1 s2 because we suppose that the three servers
participate in the Raft cluster

• the soup of the client request messages is cr0 cr1 because
we suppose that the client sends two messages to the Raft
cluster

• the network is empty (meaning that no message has been
put into the network)

The log replication in Raft is specified as three rewrite rules
for each server: appendEntries, handleAppendEntriesRequest,
and handleAppendEntriesResponse. The rewrite rules use the
following Maude variables:

• OCs is a variable of observable components soups
• S0, S1, and S2 are variables of server IDs
• Ss is a variable of server ID soups
• T, U, and PLT are variables of terms
• R and R0 are variables of server roles
• CI and LCI are variables of commitIndex
• MI, MI1, and MI2 are variables of matchIndex
• NI, NI1, and NI2 are variables of nextIndex
• PLI is a variable of index of log entry immediately

preceding new ones
• PLT is a variable of term of log entry immediately

preceding new ones
• Ls and L are variables of log entries soups
• CR is a variable of client request messages
• CRs is a variable of client request message soups
• NW is a variable of message soups
• AEReq is a variable of AppendEntries request messages
The rewrite rule appendEntries is defined as follows:

rl [appendEntries] :
{(term[S0]: T) (role[S0]: leader)
(commitIndex[S0]: CI) (log[S0]: Ls)
(servers: Ss) (clientRequests: (CR CRs))
(network: NW) OCs} =>

{(term[S0]: T) (role[S0]: leader)
(commitIndex[S0]: CI)
(log[S0]: Ls[length(Ls) + 1] := log(T, CR))
(servers: Ss) (clientRequests: CRs)
(network: (NW mkAppendEntriesRequests(
S0, appendEntriesRequest(T, S0,
length(Ls), term(Ls[length(Ls)]),
log(T, CR), CI), Ss - S0))) OCs} .

The rewrite rule says that when a server S0 is a leader and
there exists a client request CR, S0 puts an appendEntries re-
quest message in the network addressed to all the other servers.
appendEntriesRequest(T, S0, length(Ls), term(Ls[length(Ls)]),
log(T, CR), CI) is the body of the appendEntries request
message. The first argument is S0’s term. The second ar-
gument is the leader’s server ID. The third argument is
the index of the log entry immediately preceding new ones
(called a prevLogIndex). The fourth argument is the term
of the log entry immediately preceding new ones (called a
prevLogTerm). The fifth argument is the log which contains
S0’s term and the client request messages. The sixth argument
is S0’s commit index. Ss − S0 is the soup of server IDs
obtained by deleting the server ID S0 from the soup Ss of
server IDs. mkAppendEntriesRequests(S0, AEReq, Ss’) makes
the appendEntries request message whose body is AEReq and
that is addressed to all server IDs in Ss’.

The rewrite rule handleAppendEntriesRequest is defined as
follows:
crl [handleAppendEntriesRequest] :
{(term[S0]: T) (role[S0]: R)
(commitIndex[S0]: CI) (log[S0]: Ls)
(network: (msg(S1, S0,
appendEntriesRequest(U, S1, PLI, PLT,
log(U, CR), LCI)) NW)) OCs} =>

{(term[S0]: if U > T then U else T fi)
(role[S0]: if U >= T then follower else R fi)
(commitIndex[S0]:
if LCI > CI then min(LCI, length(L))

else CI fi) (log[S0]: L)
(network: (msg(S0, S1, appendEntriesResponse(
(if U > T then U else T fi), B,
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appendEntriesRequest(U, S1, PLI, PLT,
log(U, CR), LCI)))

msg(S1, S0, appendEntriesRequest(
U, S1, PLI, PLT, log(U, CR), LCI)) NW)) OCs}

if length(Ls) < 3
/\ B := U >= T and ((Ls[PLI] =/= null

and term(Ls[PLI]) == PLT) or (PLI == 0))
/\ L := if B and Ls[PLI + 1] == null

then Ls[PLI + 1] := log(U, CR)
else (if (CI < PLI)

and (length(Ls) =/= PLI
or term(Ls[PLI]) =/= PLT)
then Ls[: PLI] else Ls fi) fi .

When there exists msg(S1, S0, appendEntriesRequest(U, S1,
PLI, PLT, log(U, CR), LCI)) in the network and the length of
the server S0’s log is less than 3, the following are conducted.
If the server S0’s current term T is less than or equal to U
(U >= T ) and the server S0 has an entry at prevLogIndex
whose term matches prevLogTerm or the leader has not yet
appended any log entries to its log ((Ls[PLI] =/= null and
term(Ls[PLI]) == PLT) or (PLI == 0)), then B is true. If B is
true and the server S0 has not yet had a log entry at the index
PLI +1 (B and Ls[PLI + 1] == null), then the sever S0 ap-
pends the log entry to the log. If the commitIndex of the server
S0 is less than prevLogIndex (CI < PLI) and an existing log
entry of the server S0 conflicts with a new one (length(Ls) =/=
PLI or term(Ls[PLI]) =/= PLT), then S0 deletes the existing
entry and all that follow it. If the commitIndex of the leader
is greater than the commitIndex of the server S0, then the
commitIndex of the leader and the index of last new entry are
compared and the commitIndex of the server S0 is updated
by the smaller one. If U > T , then the server S0’s current
term becomes U and msg(S0, S1, appendEntriesResponse(U,
B, appendEntriesRequest(U, S1, PLI, PLT, log(U, CR), LCI))
is put into the network; otherwise the server S0’s current term
remains the same and msg(S0, S1, appendEntriesResponse(T,
B, appendEntriesRequest(U, S1, PLI, PLT, log(U, CR), LCI)) is
put into the network. If U >= T , then the server S0 becomes
a follower. Note that msg(S1, S0, appendEntriesRequest(U, S1,
PLI, PLT, log(U, CR), LCI) is not deleted from the network.
This is because a message may be duplicated.

The rewrite rule handleAppendEntriesResponse is defined
as follows:

crl [handleAppendEntriesResponse] :
{(term[S0]: T) (role[S0]: R)
(commitIndex[S0]: CI)
(nextIndex[S0][S1]: NI1) (matchIndex[S0][S1]: MI1)
(matchIndex[S0][S2]: MI2) (log[S0]: Ls)
(network: (msg(S1, S0,
appendEntriesResponse(U, B, AEReq)) NW)) OCs} =>

{(term[S0]: if U > T then U else T fi) (role[S0]: R0)
(commitIndex[S0]:
if replicatedCount(N, (MI MI2)) >= majority
and T == term(Ls[N]) and R0 == leader
and N > CI then N else CI fi)

(nextIndex[S0][S1]: NI) (matchIndex[S0][S1]: MI)
(matchIndex[S0][S2]: MI2) (log[S0]: Ls)
(network: if (not B and U <= T and R0 == leader)
then (msg(S0, S1, appendEntriesRequest(

T, S0, PI, term(Ls[PI]), Ls[NI],
leaderCommit(AEReq)))

msg(S1, S0, appendEntriesResponse(
U, B, AEReq)) NW)

else (msg(S1, S0, appendEntriesResponse(
U, B, AEReq)) NW) fi) OCs}

if MI := if B then max(prevLogIndex(AEReq) + 1, MI1)

else MI1 fi
/\ NI := if B then MI + 1 else max(sd(NI1, 1), 1) fi
/\ PI := sd(NI, 1) /\ N := prevLogIndex(AEReq) + 1
/\ R0 := if U > T then follower else R fi .

When there exists msg(S1, S0, appendEntriesResponse(U,
B, AEReq)) in the network, the following are conducted. If
B that is included in appendEntriesResponse is true, S0’s
matchIndex for S1 is updated with the greater of prevLogIn-
dex(AEReq) + 1 and MI1, where prevLogIndex(AEReq) + 1
is the prevLogIndex (included in its appendEntriesRequest)
plus 1 and MI1 is server S0’s matchIndex for server S1, and
server S0’s nextIndex for server S1 is updated with server S0’s
matchIndex for server S1 plus 1; otherwise, S0’s nextIndex for
S1 is updated with the greater of the S0’s nextIndex for S1
minus 1 and 1 (the minimum value for nextIndex is 1). It is
wrong to simply increment the matchIndex and the nextIndex
because an appendEntriesResponse may be duplicated and the
server S0 may receive the appendEntriesResponse multiple
times. Let N be the previous index plus 1. If the server S0’s
matchIndex for server S1 or the server S0’s matchIndex for
server S2 is greater than or equal to N, the term of server S0’s
log at index N is server S0’s current term, the role of server
S0 is a leader and N is greater than server S0’s commitIndex,
then server S0’s commitIndex is updated by N. If B is false,
U is less than or equal to T and the role of server S0 is
a leader, then msg(S0, S1, appendEntriesRequest(T, S0, PI,
term(Ls[PI]), Ls[NI], leaderCommit(AEReq))) is put into the
network, meaning that server S0 sends appendEntriesRequest
message with the log entry at the previous nextIndex because
of log inconsistency between server S0 and server S1. If
U > T , then the S0’s term becomes U, S0 becomes a
follower. Note that msg(S1, S0, appendEntriesResponse(U, B,
AEReq)) is not deleted from the network due to as mentioned
beforehand.

IV. MODEL CHECKING THE LOG REPLICATION

The experimental environment used is SUSE Linux Enter-
prise Server 15 SP1 installed on a computer with a 2.8GHz
16 core processor and 1.5 TB memory. The computer is
maintained by Research Center for Advanced Computing
Infrastructure, JAIST. We are allowed to keep on using the
computer up to one week in a row for each job, a model
checking experiment for us. If a model checking experiment is
not completed in one week, the job is killed. Under condition
that the length of server’s log is less than 3 and the number of
servers is 3, we conducted some model checking experiments.

A. Model checking under assumptions that no server conducts
unexpected operations

We first confirmed that logs are replicated correctly in our
specification by using the following Maude command:
search [1] in RAFT : init =>*
{(role[S0:ServerID]: leader)
(log[S0:ServerID]: L0:Logs)
(log[S1:ServerID]: L1:Logs)
(log[S2:ServerID]: L2:Logs)
(commitIndex[S0]: 2)
(commitIndex[S1]: 1) (commitIndex[S2]: 1)
(matchIndex[S0][S1]: 2) (matchIndex[S0][S2]: 2)
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(nextIndex[S0][S1]: 3) (nextIndex[S0][S2]: 3) OCs}
such that length(L0:Logs) == 2
and length(L1:Logs) == 2 and length(L2:Logs) == 2 .

Maude finds a solution for the search command. The solu-
tion says that there exists a path from the initial state leading
to a state in which all servers have two log entries, the leader
commits at index 2, the other servers commit at index 1, the
leader’s matchIndex for the other servers is 2, and the leader’s
nextIndex for the other servers is 3. This means that two log
entries are replicated correctly. Note that the result dose not
say that log entries will be eventually replaced correctly. There
is a path along which two log entries have not been replicated.

We use Maude to check that Raft satisfies the Log Matching
Property or not by using the following search command:

search [1] in RAFT : init =>*
{(log[S0:ServerID]: L0:Logs)
(log[S1:ServerID]: L1:Logs)
(matchIndex[S0][S1]: I:Nat) OCs}

such that L0:Logs[I:Nat] =/= null
and L1:Logs[I:Nat] =/= null
and (term(L0:Logs[I:Nat])
== term(L1:Logs[I:Nat]))

and ((term(L0:Logs[sd(I:Nat, 1)])
=/= term(L1:Logs[sd(I:Nat, 1)]))

or (value(L0:Logs[sd(I:Nat, 1)])
=/= value(L1:Logs[sd(I:Nat, 1)]))) .

The result returned by Maude for the search command is
as follows:

No solution. states: 2805 rewrites: 1049267 in 488ms
cpu (486ms real) (2150137 rewrites/second)

That is to say, Maude did not find any state in which two
logs contain a log entry with the same index and term, and
the logs contain a different log entry in all entries up through
the index. Consequently, we can conclude that Raft enjoys the
Log Matching Property under the condition that the length of
server’s log is less than 3 and the number of servers is 3.

We use Maude to check that Raft satisfies the State Ma-
chine Safety Property or not by using the following search
command:

search [1] in RAFT : init =>*
{(log[S0:ServerID]: L0:Logs)
(log[S1:ServerID]: L1:Logs)
(commitIndex[S0]: I:Nat)
(commitIndex[S1]: I:Nat) OCs}

such that ((term(L0:Logs[I:Nat])
=/= term(L1:Logs[I:Nat]))

or (value(L0:Logs[I:Nat])
=/= value(L1:Logs[I:Nat]))).

The result returned by Maude for the search command is
as follows:

No solution. states: 2805 rewrites: 993397 in 448ms
cpu (451ms real) (2217404 rewrites/second)

That is to say, Maude did not find any state in which a
server has applied a log entry at a given index to its state
machine, and other servers apply a different log entry for the
same index. Consequently, we can conclude that Raft enjoys
the State Machine Safety Property under the condition that the
length of server’s log is less than 3 and the number of servers
is 3.

B. Model checking under assumptions that a server conducts
unexpected operations

We assume that a follower conducts unexpected operations
in a Raft cluster. We define SERVER-ID module in the
previous subsection as follows:
fmod SERVER-ID is
sort ServerID .
ops s0 s1 s2 : -> ServerID [ctor] .

endfm

In this subsection, we modify SERVER-ID module as fol-
lows:
fmod SERVER-ID is
sorts ServerID BadServerID .
subsort BadServerID < ServerID .
ops s0 s1 : -> ServerID [ctor] .
op s2 : -> BadServerID [ctor] .

endfm

This means ServerID and BadServerID are sorts, sort Bad-
ServerID is a subsort of sort ServerID, s0, s1 and s2 are
constants, s0’s sort and s1’s sort are ServerID, and s2’s sort is
BadServerID.

We add the following rewrite rule.
crl [badHandleAppendEntriesRequest] :
{(term[S2:BadServerID]: T) (role[S2:BadServerID]: R)
(commitIndex[S2:BadServerID]: CI)
(log[S2:BadServerID]: Ls)
(network: (msg(S1, S2:BadServerID,
appendEntriesRequest(U, S1, PLI, PLT,
log(U, CR), LCI)) NW)) OCs} =>

{(term[S2:BadServerID]: if U > T then U else T fi)
(role[S2:BadServerID]:
if U >= T then follower else R fi)

(commitIndex[S2:BadServerID]: length(L))
(log[S2:BadServerID]: L)
(network: (msg(S2:BadServerID, S1,
appendEntriesResponse(
(if U > T then U else T fi), true,
appendEntriesRequest(U, S1, PLI, PLT,
log(U, CR), LCI)))

msg(S1, S2:BadServerID, appendEntriesRequest(
U, S1, PLI, PLT, log(U, CR), LCI)) NW)) OCs}

if length(Ls) < 3 /\ L := Ls[PLI + 1] := log(U, crb) .

When the sort of sever ID is BadServerID, there exists
msg(S1, S2:BadServerID, appendEntriesRequest(U, S1, PLI,
PLT, log(U, CR), LCI)) in the network and the length of the
server S0’s log is less than 3, the following are conducted.
The sever S2 appends the log entry including client request
crb and term U to the log. crb is the unexpected value and it
is not the value that client sent. The commitIndex of server S2
is updated by the length of server S2’s log. If U > T , then the
server S0’s current term becomes U and msg(S2:BadServerID,
S1, appendEntriesResponse(U, true, appendEntriesRequest(U,
S1, PLI, PLT, log(U, CR), LCI)) is put into the network;
otherwise the server S0’s current term remains the same
and msg(S2:BadServerID, S1, appendEntriesResponse(T, true,
appendEntriesRequest(U, S1, PLI, PLT, log(U, CR), LCI)) is
put into the network. If U >= T , then the server S0 becomes
a follower. Note that msg(S1, S2:BadServerID, appendEntries-
Request(U, S1, PLI, PLT, log(U, CR), LCI) is not deleted from
the network due to as already mentioned.

This rewrite rule shows an unexpected operation. How to
replicate a log entry and how to commit are different from
the log replication in Raft. The server s2 whose sort is
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BadServerID conducts the rewrite rule handleAppendEntries-
Request or the rewrite rule badHandleAppendEntriesRequest.
This is because sort BadServerID is a subsort of sort ServerID.
That is to say, the server s2 conducts both normal operations
and unexpected operations.

We confirmed again that logs are replicated correctly in
our modified specification by using the following search
command:
search [1] in RAFT : init =>*
{(role[S0:ServerID]: leader)
(log[S0:ServerID]: L0:Logs)
(log[S1:ServerID]: L1:Logs)
(log[S2:ServerID]: L2:Logs)
(commitIndex[S0]: 2)
(commitIndex[S1]: 1) (commitIndex[S2]: 1)
(matchIndex[S0][S1]: 2) (matchIndex[S0][S2]: 2)
(nextIndex[S0][S1]: 3) (nextIndex[S0][S2]: 3) OCs}

such that length(L0:Logs) == 2
and length(L1:Logs) == 2 and length(L2:Logs) == 2 .

Maude finds a solution for the search command. The solu-
tion says that there exists a path from the initial state leading
to a state in which all servers have two log entries, the leader
commits at index 2, the other servers commits at index 1, the
leader’s matchIndex for the other servers is 2, and the leader’s
nextIndex for the other servers is 3. This means that two log
entries are replicated correctly. Note that the result dose not
say that log entries will be eventually replaced. There is a path
along which two log entries have not been replicated.

We use Maude to check that Raft satisfies the Log Matching
Property for the server s0 and the server s1 or not by using
the following Maude command:
search [1] in RAFT : init =>*
{(log[s0]: L0:Logs) (log[s1]: L1:Logs)
(matchIndex[s0][s1]: I:Nat) OCs}

such that L0:Logs[I:Nat] =/= null
and L1:Logs[I:Nat] =/= null
and (term(L0:Logs[I:Nat])
== term(L1:Logs[I:Nat]))

and ((term(L0:Logs[sd(I:Nat, 1)])
=/= term(L1:Logs[sd(I:Nat, 1)]))

or (value(L0:Logs[sd(I:Nat, 1)])
=/= value(L1:Logs[sd(I:Nat, 1)]))) .

The result returned by Maude for the search command is
as follows:
No solution. states: 24987
rewrites: 8900588 in 6364ms cpu
(6389ms real) (1398583 rewrites/second)

That is to say, Maude did not find any state in which the
server s0 and the server s1 have a log entry with the same
index and term, and the server s0’s log and the server s1’s
log contain a different log entry in all entries up through the
index. Consequently, we can conclude that Raft enjoys the Log
Matching Property in servers which do not conduct unexpected
operations under the condition that the length of server’s log
is less than 3 and the number of servers is 3.

We use Maude to check that Raft satisfies the State Machine
Safety Property for the server s0 and the server s1 or not by
using the following search command:
search [1] in RAFT : init =>*
{(log[s0]: L0:Logs) (log[s1]: L1:Logs)
(commitIndex[s0]: I:Nat)
(commitIndex[s1]: I:Nat) OCs}

such that ((term(L0:Logs[I:Nat])
=/= term(L1:Logs[I:Nat]))

or (value(L0:Logs[I:Nat])
=/= value(L1:Logs[I:Nat]))).

The result returned by Maude for the search command is
as follows:
No solution. states: 24987
rewrites: 8380677 in 5412ms cpu
(5417ms real) (1548536 rewrites/second)

That is to say, Maude did not find any state in which the
server s0 or the server s1 has applied a log entry at a given
index to its state machine, and the opposite server apply a
different log entry for the same index. Consequently, we can
conclude that Raft enjoys the State Machine Safety Property
in servers which do not conduct unexpected operations under
the condition that the length of server’s log is less than 3 and
the number of servers is 3.

Under the condition that the length of the server’s logs is
less than 4 and the number of servers is 3 and the condition
that the length of the server’s logs is less than 3 and the number
of servers is 4, we conducted model checking experiments to
check whether Raft enjoys the Log Matching Property or not,
and the State Machine Safety Property or not. However, the
model checking experiments took over a week to complete
and the job running model checking was killed.

V. CONCLUSION

We reported that the log replication in Raft is formally
specified in Maude and model checking experiments are con-
ducted based on the formal specification. Our model checking
experiments have said that logs are replicated correctly and
Raft enjoys the Log Matching Property that if two logs contain
an entry with the same index and term, then the logs are
identical in all entries up through the given index and the
State Machine Safety Property that if any two servers have
applied two entries to their state machines at a same index, the
two entries must be always the same. Under assumptions that
a server conducts unexpected operations, which are different
from the log replication in Raft, our model checking experi-
ments have said that Raft enjoys the Log Matching Property
and the State Machine Safety Property in servers that do not
conduct unexpected operations.
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Abstract—In software development, due to the lack of knowl-
edge or information, time pressure, complex context, and many
other factors, various uncertainties emerge during the develop-
ment process, leading to assumptions scattered in projects. Being
unaware of certain assumptions can result in critical problems
(e.g., system vulnerability and failures). The prerequisite of ana-
lyzing and understanding assumptions in software development
is to identify and extract those assumptions with acceptable
effort. In this paper, we proposed a tool (i.e., Assumption Miner)
to automatically identify and extract assumptions on GitHub
projects. To evaluate the applicability of Assumption Miner, we
first presented an example of using the tool to mine assumptions
from one large and popular deep learning framework project: the
TensorFlow project on GitHub. We then conducted an evaluation
of the tool. The results show that Assumption Miner can
effectively identify and extract assumptions from the repositories
on GitHub.

Index Terms—Assumption, GitHub, Mining Software Reposi-
tories

I. INTRODUCTION

Assumptions in the field of software development is a
broad topic: different types of assumptions (e.g., requirement
assumptions [1], design assumptions [2], and construction as-
sumptions [3]) have been extensively discussed. For instance,
in the early phases of software development, there could be
many uncertain things. However, in order to meet the project
business goals (e.g., schedule and deadlines), stakeholders
have to work in the presence of such uncertainties; these
uncertainties can lead to assumptions. In this paper, we ad-
vocate treating uncertainty and assumption as two different
but related concepts: one way to deal with uncertainties is
to make implicit or explicit assumptions (i.e., a thing that is
uncertain, but accepted as true) [4].

The importance of assumptions and their management in
software development has been highlighted in many studies
and industrial cases. For example, Corbató [5] mentioned in
his ACM Turing Award lecture that “design bugs are often
subtle and occur by evolution with early assumptions being
forgotten as new features or uses are added to systems.” Garlan
et al. pointed out that incompatible assumptions in software
architecture can cause architectural mismatch [6]. Lewis et al.
also mentioned similar results in machine learning systems:

DOI reference number: 10.18293/DMSVIVA2023-071

since there are different types of stakeholders (e.g., data
scientist, software engineer, and system user) of a machine
learning system, they could make different but incompatible
or invalid assumptions, leading to system misunderstanding,
mismatch, etc [7]. In October 2018, Lion Air Flight 610
crashed 13 minutes after takeoff and killed all 189 people on
board; In March 2019, Ethiopian Airlines Flight 302 crashed
and ended another 157 lives. According to the reports from
the government, one critical reason of the 737 MAX crashes
is regarding not-well managed assumptions [8] [9]. In the
report, they mentioned that the aircraft company made invalid
assumptions about the critical system components. Specifi-
cally, the invalid assumptions regarding MCAS (Maneuvering
Characteristics Augmentation System) are the root cause of
the crashes. The report also pointed out the need of identifying
and re-evaluating important assumptions in the system.

As evidenced from researchers and practitioners, stake-
holders constantly make assumptions in their work [4] [10].
The assumptions can be further classified as two types: self-
claimed assumptions (SCAs) and potential assumptions (PAs).
Considering a sentence in a commit, pull request (PR), or
issue of a GitHub repository, an SCA is that the sentence in-
cludes an assumption and the assumption is explicitly claimed
using at least one of the assumption-related terms (i.e., “as-
sumption”, “assumptions”, “assume”, “assumes”, “assumed”,
“assuming”, “assumable”, and “assumably”). For example,
in the sentence: “[tf/xla] fixup numbering of xla parameters
used for aliasing previously, the xla argument parameter was
incorrectly assumed to be corresponding to the index in the
vector of ‘xlacompiler::argument’”, it includes an SCA of
assuming the XLA ARGUMENT parameter is corresponding
to the index in the vector of XLACOMPILER::ARGUMENT
and the developer claimed that it was an invalid assumption.
A PA is that the sentence may include an assumption, i.e.,
it is a potential assumption that needs further confirmation
from human experts. This definition covers various aspects,
such as expectations, future events, possibilities, guesses,
opinions, feelings, and suspicions, which can indicate PAs.
We provide three examples to further explain the PA concept.
For example, in the sentence: “i think the right way to create
demo tensorboard instances is to simply run a tensorboard
in the cloud, rather than keep maintaining this mocked-out
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backend.”, it includes a PA regarding thoughts of the right
way to create demo tensorboard instances. In another example:
“The system will not crash under heavy load”, the sentence
describes a future state of the system, which is uncertain, and
includes a PA. The third example is: “both false and true
outputs should be considered independently”. This sentence
does not include assumption-related terms, but the sentence
describes an expectation (i.e., “something should be”), which
is a PA. After further confirmation by human experts, this
PA can be transformed to an SCA or other types of software
artifacts. Besides SCAs and PAs (which belong to explicit
assumptions), there are also many implicit assumptions in
projects (e.g., in stakeholders’ heads or requiring reasoning).
Identifying implicit assumptions at the sentence level is much
more tricky than identifying SCAs and PAs, since there are no
explicit clues in the sentences and stakeholders need to infer
the sentences based on the context, which involves assumption
reasoning. Identifying implicit assumptions is out of the scope
of this study, and we treat it as future work.

Assumptions are related to many types of software artifacts,
such as decisions, technical debt, and source code [11]. For
example, in TensorFlow, there is an SCA: “TODO: Looks like
there is an assumption that weight has only one user. We
should add a check here”, which induces a technical debt.
Existing research on assumptions and their management in
software development usually use experiments, surveys, and
case studies to manually identify and extract assumptions
through observation, questionnaires, interviews, focus groups,
and documentation analysis [4]. Since such approaches have
high costs (e.g., time and resources), the number of identified
and extracted assumptions in those studies is often limited,
leading to various problems of developing new theories, ap-
proaches, and methods of assumptions and their management
in software development.

In this work, to overcome the issues of manually identi-
fying and extracting assumptions in software development,
we proposed a tool: Assumption Miner, which can be used
to automatically identify and extract assumptions (i.e., SCAs
and PAs) on GitHub repositories. With over 100 million devel-
opers, 4 million organizations, and 330 million repositories1,
GitHub is one of the most important sources for open source
software development. Besides assumptions, the tool can also
be easily extended to other research fields (e.g., identifying
and extracting technical debt [12]).

How to access Assumption Miner. Assumption Miner is
available at 2. Users can register or use a guest account to
login the tool. We also provided a deployment package for
users who want to try the tool on their local environment [13].
Users can read and follow the instructions in the description
for the deployment of the tool.

The remainder of the paper is organized as follows. Section
II provides related work, Section III describes the details of
Assumption Miner, Section IV presents an example of using

1https://github.com/about/, accessed on 2023-04-21
2http://39.108.224.140

the tool, Section V describes an evaluation of Assumption
Miner, and Section VI concludes the paper with future di-
rections.

II. RELATED WORK

In the field of assumptions and their management in soft-
ware development, most assumptions are manually identified
and extracted by researchers and practitioners. Landuyt and
Joosen focused on assumptions made during the application
of a threat modeling framework (i.e., LINDDUN), which
allows the identification of privacy-related design flaws in
the architecting phase [14]. They conducted a descriptive
study with 122 master students, and the students identified
and extracted 845 assumptions from the models created by
the students. Yang et al. conducted an exploratory study of
assumptions made in the development of nine popular deep
learning frameworks (e.g., TensorFlow, Keras, and PyTorch)
on GitHub [11]. They identified and extracted 3,084 assump-
tions from the code comments in over 50,000 files of the
deep learning frameworks. Xiong et al. studied assumptions
in the Hibernate developer mailing list, including their ex-
pression, classification, trend over time, and related software
artifacts [15]. In their study, they identified and extracted
832 assumptions. Li et al. developed a machine learning
approach [16] to identify and classify assumptions based on
the dataset constructed by Xiong et al. [15], which can read
the data (i.e., sentences) from the dataset (i.e., a .CSV file),
preprocess the data (e.g., using NLTK and Word2Vec), train
classifiers (e.g., Perception, Logistic Regression, and Support
Vector Machines), and evaluate the trained classifiers (e.g.,
precision, recall, and F1-score). However, their approach is
not specifically developed for PAs and SCAs and cannot mine
assumptions from other sources (e.g., GitHub repositories).

Compared to the related work above, the tool (i.e., As-
sumption Miner) proposed in this work focuses on GitHub
repositories, and can automatically collect data (e.g., issues,
PRs, and commits) and identify and extract SCAs and PAs.
Assumption Miner can also be easily extended to work with
other repositories (e.g., Stack Overflow) or other types of
software artifacts (e.g., technical debt).

III. ASSUMPTION MINER

Assumption Miner is composed of four modules: Repository
Management, Data Collection, Data Extraction, and System
Management, as shown in Fig. 1.

Repository Management includes (1) getting information
of the repositories and their releases from the GitHub server,
(2) searching and showing details of the repositories, (3)
downloading source code of each release of the repositories,
and (4) deleting all the data of specific repositories. Adding
a repository using Assumption Miner requires users to enter
the owner (e.g., tensorflow) and name (e.g., tensorflow) of the
repository. When adding a repository, Assumption Miner first
checks whether the repository exists in the MySQL database
and the GitHub server. If all the checks pass, Assumption
Miner gets information (e.g., URL, releases, and tags) of the
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repository from the GitHub server and insert the data into the
MySQL database.

Data Collection aims to (1) show the data models of
Repository, Release, Tag, PR, Commit, and Issue, (2) search
and show data collection information of repositories and
collect issues, PRs, and commits based on the data models, (3)
monitor data collection processes, and (4) show data collection
history. The data models are predefined and currently cannot
be changed by users. The basic information of each repository
(e.g., its releases and tags) and the information of the data
collection processes are stored in a MySQL database, while
the data of issues, PRs, and commits are stored in a MongoDB
database. When collecting data from the GitHub server using
Assumption Miner, users can also set a time (default: 10
seconds) for automatically refreshing the data collection status
(i.e., collecting, finished, and error). Assumption Miner uses
cursors (i.e., issue cursor, PR cursor, and commit cursor) to
record each batch of the data downloaded from the GitHub
server, and therefore Assumption Miner supports continuing
data collection after it has been stopped due to errors and
exceptions (e.g., over the limits by GitHub).

Data Identification and Extraction is composed of three
submodules: Assumption Extraction, Data Search, and Knowl-
edge Graph. Assumption Extraction contains four functions:
SCA Identification, SCA Extraction, PA Identification, and
PA Extraction. In the SCA Identification function, we used
a keyword-based search approach for identifying SCAs (i.e.,
word level), based on the assumption related search terms
(i.e., assumption, assumptions, assume, assumes, assumed,
assuming, assumable, and assumably) and the following search
scope: (1) title, body, body of comments of issues, (2) ti-
tle, body, body of comments of PRs, and (3) message of
commits. Since the results from using the SCA Identification
function are at the word level (i.e., highlighting the matched
terms), in the SCA Extraction function, Assumption Miner
provides support for locating, matching, and extracting the
related sentences that include the matched terms (i.e., at the
sentence level). As most of the description (e.g., description
of an issue) is created and edited by GitHub users, there
could be punctuation problems existing in the description
(e.g., a sentence does not have a “.” or “.” is used in the
source code, such as “a.b”), which may lead to errors in the
separation of the sentences. Therefore, we manually identified
the patterns of SCA description from the projects on GitHub,
and implemented the patterns in the SCA Extraction function
to extract SCA sentences. The outputs of SCA Extraction
contain a set of data items as shown in Table I and Table
II. Moreover, there are sentences without using assumption
related keywords, but could act as assumptions (we call them
potential assumptions, PAs). Though PAs are not SCAs, they
can be further reviewed by stakeholders and transformed to
SCAs (as the inputs for SCA extraction). Therefore, As-
sumption Miner also provides support for identifying and
extracting such assumptions through the PA Identification and
PA Extraction function, which complements SCA identifica-
tion and extraction. The first author manually collected and

labeled 35,855 sentences from the issues, PRs, and commits
of multiple repositories (e.g., Keras and Theano), following the
guidelines of assumption identification proposed in [4]. Then
the other authors reviewed the results and reached a consensus
with the first author. After assumption collection and labeling,
we constructed a dataset for PAs, fine-tuned a deep learning
model based on ALBERT (a lite BERT, which architecture
is based on BERT), and trained and adjusted a classification
model for PA identification [17]. The reason of choosing
ALBERT is because ALBERT is one of the most powerful
language models, which can achieve good performance with
fewer parameters (compared to BERT) in many tasks, such as
the binary single-sentence classification task [17]. Since we are
using deep learning models and identifying PAs at the sentence
level, the identification process could be rather slow on CPUs
(e.g., it may take hours/days on our server to identify PAs,
depending on the amount of data to be processed). Therefore,
we used a queue (i.e., a waiting list with a first-in first-out
strategy) on the server to manage the tasks of identifying PAs.
In the PA Extraction function, Assumption Miner organizes the
PAs (sentences) identified from the PA Identification function
into a file (similar to SCA Extraction), and users can download
the file for further review.

TABLE I: Data Items of Issues and PRs in SCA Extraction

Data Item Description
owner The owner of the repository

repo name The name of the repository
author The author of the issue or PR
title The title of the issue or PR
state The state of the issue or PR
url The URL of the issue or PR

SCA The SCA sentence in the issue or PR

TABLE II: Data Items of Commits in SCA Extraction

Data Item Description
owner The owner of the repository

repo name The name of the repository
author name The author of the issue or PR

message The message of the issue or PR
url The URL of the issue or PR

SCA The SCA sentence in the issue or PR

Data Search aims to search and show specific issues, PRs,
and commits based on keywords. In data search, Assump-
tion Miner requires users to specify which repository (e.g.,
TensorFlow), data type (i.e., issue, PR, and commit), search
scope (e.g., title), and keywords (e.g., assume) to search.
For example, for issues of the TensorFlow project, a search
scope can be title body comments.body, which means that
Assumption Miner will search data within the scope of the
title of the issues, the body of the issues, and the body
of the comments of the issues in the TensorFlow project.
For keywords, Assumption Miner supports AND (i.e., using
double quotation marks, e.g., “assume” “software”) and OR
(i.e., without quotation marks, e.g., assume software). The
search terms are highlighted in the search results. If the
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description of a data item is too long, users can click on the
“detail” button to see the full information of the item.

Knowledge Graph supports both traditional knowledge
graph and dynamic knowledge graph. Assumption Miner
provides three dimensions (i.e., release, month, and day) to
construct the timeline of the data. For each repository, As-
sumption Miner creates and connects entities according to the
timeline and their states. For example, a PR can be published,
merged, and closed, and therefore Assumption Miner creates
three connected entities if they are within a timeline.

System Management supports user registration, login, and
logoff, and provides access control and system logs.

The architecture of Assumption Miner is shown in Fig.
2. When a user clicks on a menu or button, the Web com-
ponent organizes the data, generates a request, and sends it
to the Controller component through the Python Interface
component. The Controller component analyzes the request:
(1) If the request is regarding getting data from the GitHub
server, the Controller component organizes the data and calls
the functions in the GitHub Service component. The GitHub
Service component reads the GitHub configuration (stored in
the system) and organizes queries based on the predefined data
models. Then the GitHub Service component sends requests to
the GitHub server, gets responses from the GitHub server, an-
alyzes the responses, and sends back the data to the Controller
component. (2) If the request is regarding interacting with the
MySQL or the MongoDB database, the Controller component
organizes the data and calls the functions in the Data Service
component. The Data Service component further organizes the
data and calls the functions in the DAO (Data Access Object)
component, which implements the interaction with the MySQL
or the MongoDB database. The DAO component reads the
database configuration (stored in the system), communicates
with the databases, gets the results from the databases, and
sends them back to the Data Service component. The Data
Service component sends the data getting from the databases
back to the Controller component. (3) If the request is
regarding using the trained model (based on ALBERT) to
identify PAs, the Controller component organizes the data and
calls the functions in the Data Service component. The Data
Service component preprocesses the data, loads the trained
model, and uses the model to identify PAs. The results are
then sent back to the Controller component. Finally, the
Controller component organizes the data getting from GitHub,
the MySQL database, the MongoDB database or the deep
learning model, sends the data back to the Web component
through the Python Interface component, and then the Web
component shows the results to the user.

IV. USING ASSUMPTION MINER

In this section, we walk the usage of Assumption Miner
through an example: the TensorFlow project on GitHub 3.
TensorFlow is one of the most popular deep learning frame-
works, which is widely used in many deep learning systems

3https://github.com/tensorflow/tensorflow

and application domains. The TensorFlow project on GitHub
started in 2015, having 188 releases 4, 146,893 commits5,
22,887 PRs 6, and 37,074 issues 7 till April 2023. Users need to
register an account and set a personal access token of GitHub
8 when using Assumption Miner. The token is used to access
the GitHub Application Programming Interface (API), since
Assumption Miner needs to communicate with the GitHub API
to get data (e.g., issues, PRs, and commits). We also provide
a default token for Assumption Miner users. However, since
GitHub has limitations in place to protect against excessive or
abusive calls to GitHub servers (e.g., the rate limit is 5,000
points per hour and individual calls cannot request more than
500,000 total nodes)9, using the default token may lead to
errors in data collection because of these limitations. After
registration of the Assumption Miner account, users can login
Assumption Miner with the account. Below is the process of
using Assumption Miner to identify and extract assumptions
from the TensorFlow project on GitHub.

Create the TensorFlow repository. Users need to click
on the Repository Management module, then click on the
“Add” button, enter the owner as “tensorflow” and the name
as “tensorflow”, and click on the “Save” button to create
the TensorFlow repository on Assumption Miner. For each
release of a repository, Assumption Miner provides users a link
to download the source code in the Repository Management
module (this is an optional step). Then users can use tools
such as Visual Studio Code and PyCharm to further browse
the code and search assumptions in the code.

Collect issues, PRs, and commits on TensorFlow. After
the TensorFlow repository is created on Assumption Miner,
users can further use the Data Collection module to collect
issues, PRs, and commits of the TensorFlow repository. Users
can start multiple tasks simultaneously, but this could cause
errors because of the limitation by GitHub.

Identify and Extract SCAs on TensorFlow. In the As-
sumption Extraction submodule of the Data Extraction mod-
ule, users need to select the TensorFlow repository and a data
type, and click on the “SCA Identification” button. Assump-
tion Miner will show the results and highlight all the SCAs.
Users can further extract the data to a CSV file to construct
a dataset by clicking on the “SCA Extraction” button. The
first line in the CSV file is the title, indicating the repository
and type (i.e., issue, PR, and commit) of the extracted data.
If users want to search data on the TensorFlow repository
(optional step), they can use the Data Search submodule of
the Data Extraction module, by selecting the repository (e.g.,
“TensorFlow”) and the data type (e.g., “issue”) and specifying

4https://github.com/tensorflow/tensorflow/releases (accessed on 2023-04-
21)

5https://github.com/tensorflow/tensorflow (accessed on 2023-04-21)
6https://github.com/tensorflow/tensorflow/pulls?q=is%3Apr (accessed on

2023-04-21)
7https://github.com/tensorflow/tensorflow/issues?q=is%3Aissue (accessed

on 2023-04-21)
8http://www.m58.link/cxaNX
9https://docs.github.com/en/graphql/overview/resource-limitations

10

https://github.com/tensorflow/tensorflow
https://github.com/tensorflow/tensorflow/releases
https://github.com/tensorflow/tensorflow
https://github.com/tensorflow/tensorflow/pulls?q=is%3Apr
https://github.com/tensorflow/tensorflow/issues?q=is%3Aissue
http://www.m58.link/cxaNX
https://docs.github.com/en/graphql/overview/resource-limitations


Fig. 1: Modules of Assumption Miner

the search scope (e.g., “title”) and the search term (e.g.,
“assumption”).

Identify and Extract PAs on TensorFlow. In the Assump-
tion Extraction submodule of the Data Extraction module,
users need to select the TensorFlow repository and a data
type, and click on the “PA Identification” button. Assumption
Miner will show the results and highlight all the sentences
that may include a PA. After PA identification, users can click
on the “PA Extraction” button to download the results of PA
identification for further review.

Generate a knowledge graph of the assumptions on
TensorFlow. This step is optional. Users need to select the
TensorFlow repository and a dimension (i.e., release, month,
or day) to construct a knowledge graph of assumptions based
on the chosen dimension.

The aforementioned results can be further used in various
context. For example, through identifying assumptions, users
may better understand what was assuming in a certain project
and deal with such uncertainty in their future work.

V. EVALUATION OF ASSUMPTION MINER

We conducted an evaluation on data collection, SCA identi-
fication, SCA extraction, PA identification, and PA extraction,
as shown in Fig. 3. The output of data collection is the input

of SCA identification and PA identification, the output of SCA
identification is the input of SCA extraction, and the output
of PA identification is the input of PA extraction.

A. Evaluation of Data Collection

We conducted an evaluation of using Assumption Miner to
collect issues, PRs, and commits on seven GitHub reposito-
ries: Caffe, CNTK, Theano, DeepLearning4J (DL4J), MXNet,
Keras, and TensorFlow, regarding the completeness and per-
formance of Assumption Miner on data collection. We first
created an issue data model (including repository name, ti-
tle, ID, author, URL, labels, state, body, and comments), a
PR data model (including repository name, owner, title, ID,
author, URL, labels, state, body, comments, and reviews),
and a commit data model (including repository name, owner,
OID, author name, author email, committed date, URL, and
message). The data items of each data model were selected
from the GraphQL API on GitHub10.

The configuration of the server we used for the evaluation
of the data collection is: (1) CPU: Intel(R) Xeon(R) Platinum
8255C CPU @ 2.50GHz, 2 cores, (2) Memory: 2GB, (3)
Hard Disk: 40GB SSD, (4) Operation System: Linux VM-
20-4-centos 3.10.0-1160.45.1.el7.x86 64 #1 SMP. The results

10https://docs.github.com/en/graphql/reference/objects
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Fig. 2: Architecture of Assumption Miner

of using Assumption Miner to collect data are shown in Table
III.

The results show that Assumption Miner can effectively
collect issues, PRs, and commits of the repositories on GitHub.
Certain repositories (e.g., TensorFlow) may be frequently
updated, and there is a need to construct a mechanism for
continuously collecting data.

B. Evaluation of SCA Identification

After data collection (as mentioned in Section V-A), we
used the collected data (i.e., issues, PRs, and commits) of
the Keras and TensorFlow repository to conduct an evaluation
on identifying SCAs using Assumption Miner (i.e., the SCA
Identification function). The first author manually checked the
identified results to classify them as SCAs or non-SCAs. The
evaluation results of SCA identification are shown in Table
IV.

The count of the identified SCAs could be larger than the
search results (e.g., count of messages in the commits of the
Keras repository), since each issue, PR, or commit may include
multiple SCAs. For example, an issue 11 of Keras mentions:
“Assume we are trying to learn a sequence to sequence map.
For this we can use Recurrent and TimeDistributedDense
layers. Now assume that the sequences have different lengths.
We should pad both input and desired sequences with zeros,
right? But how will the objective function handle the padded
values? There is no choice to pass a mask to the objective
function. Won’t this bias the cost function?”, which includes

11https://github.com/keras-team/keras/issues/395

two SCAs: “assume we are trying to learn a sequence to
sequence map” and “assume that the sequences have different
lengths”.

Since Assumption Miner used a keyword-based (i.e., the
assumption related terms) search approach for SCA identifi-
cation, it could go wrong in certain context (e.g., a variable in
a code snippet named assume). Moreover, we also found that
certain SCAs lack details. For example, an issue 12 of Keras
mentioned: “strict enforcement of user input assumptions,
and raising of helpful error messages.” However, we cannot
understand what exactly the user input assumptions are. These
SCAs need to be further processed by Assumption Miner (e.g.,
add warnings in the results).

Regarding the performance of the SCA Identification pro-
cess, we used an Aliyun server 13 with the following con-
figuration: (1) Server type: ecs.s6-c1m2.xlarge, (2) CPU: 4
cores (vCPU), (3) Memory: 8GB, (4) Hard Disk: 40GB SSD,
(5) Operation System: Windows Server 2022, and conducted
an evaluation on the issues, PRs, and commits of Keras and
Tensorflow. The results are shown in Table V.

The results show that Assumption Miner can correctly
identify 94.92% SCAs (1,961 SCAs out of 2,066 SCAs) from
the issues, PRs, and commits of the Keras and TensorFlow
repository. Certain variables and functions named as for ex-
ample assume exist in issues, PRs, and commits, which needs
to be further processed by Assumption Miner.

12https://github.com/keras-team/keras/issues/1174
13https://www.alibabacloud.com/en
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Fig. 3: Evaluation of Assumption Miner

TABLE III: Completeness and Performance of Data Collection of using Assumption Miner

Repository Data Items on GitHub Collected Data Items Data Type Time (s) Access Date
Caffe 4,786 4,786 Issue 400 2022/11/4
Caffe 2,238 2,238 PR 152 2022/11/4
Caffe 4,156 4,156 Commit 51 2022/11/4

CNTK 3,288 3,288 Issue 228 2022/11/4
CNTK 557 557 PR 27 2022/11/4
CNTK 16,117 16,117 Commit 181 2022/11/4
Theano 2,671 2,671 Issue 246 2022/11/4
Theano 4,114 4,114 PR 198 2022/11/4
Theano 28,127 28,127 Commit 335 2022/11/4
DL4J 5,652 5,652 Issue 290 2022/11/7
DL4J 4,185 4,185 PR 140 2022/11/7
DL4J 2,606 2,606 Commit 25 2022/11/7

MXNet 9,532 9,532 Issue 465 2022/11/8
MXNet 11,090 11,090 PR 551 2022/11/8
MXNet 11,893 11,893 Commit 145 2022/11/7
Keras 11,518 11,518 Issue 519 2022/11/8
Keras 5,670 5,670 PR 208 2022/11/8
Keras 7,493 7,493 Commit 65 2022/11/8

TensorFlow 35,966 35,966 Issue 2,402 2022/11/9
TensorFlow 22,119 22,119 PR 1,105 2022/11/9
TensorFlow 138,366 138,366 Commit 1,295 2022/11/9

C. Evaluation of SCA Extraction

We further evaluated whether Assumption Miner (i.e., the
SCA Extraction function) can correctly extract SCAs (i.e., at
the sentence level) using the identification results (i.e., 1961
identified SCAs) of the Keras and TensorFlow repository from
V-B. The first author manually checked the extracted results
to classify them as correct extraction and missed extraction.
The results are shown in Table VI. As an example, there are
298 SCAs in the body of Keras issues. Assumption Miner
correctly extracted 290 of the SCAs, but missed 8 SCAs.

The results show that Assumption Miner can correctly
extract 97.55% SCAs (1,913 SCAs out of 1,961 SCAs) from
the issues, PRs, and commits of the Keras and TensorFlow

repository. Certain structures of the issues, PRs, and commits
(e.g., “assume” and “assumption” exist in one sentence) may
lead to errors in SCA extraction, which needs further investi-
gation and improvements.

D. Evaluation of PA Identification

For PAs, we manually labeled 35,855 sentences from the
issues, PRs, and commits of multiple repositories (e.g., Keras
and Theano), and constructed a dataset, containing a training
set and a test set with a data proportion of 8:2 from the labeled
sentences. We created a vocabulary and tokenized the data
from the dataset based on the vocabulary. Then we constructed
the deep learning model (based on ALBERT), trained the
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TABLE IV: Results of Identifying SCAs using Assumption Miner

Repository Data Type Search Field Search Results Identified SCAs Misidentification
Keras Issue title 3 3 0
Keras Issue body 253 298 13
Keras PR title 3 3 0
Keras PR body 59 65 0
Keras Commit message 10 11 0

TensorFlow Issue title 13 13 0
TensorFlow Issue body 662 797 47
TensorFlow PR title 5 5 0
TensorFlow PR body 136 150 6
TensorFlow Commit message 567 616 39

Total 1,711 1,961 105

TABLE V: Performance of the SCA Identification Process

Repository Data Type Identification Field Time (s)
Keras Issue title, body, comments.body 7.287
Keras PR title, body, comments.body 0.650
Keras Commit message 0.378

TensorFlow Issue title, body, comments.body 7.419
TensorFlow PR title, body, comments.body 0.632
TensorFlow Commit message 0.681

TABLE VI: Results of Extracting SCAs using Assumption
Miner

Repository Data
Type

Extraction
Field

SCAs Correct Missed

Keras Issue title 3 3 0
Keras Issue body 298 290 8
Keras PR title 3 3 0
Keras PR body 65 65 0
Keras Commit message 11 11 0
TensorFlow Issue title 13 13 0
TensorFlow Issue body 801 772 29
TensorFlow PR title 5 5 0
TensorFlow PR body 150 146 4
TensorFlow Commit message 616 609 7

Total 1,961 1,913 48

model for 50,000 epochs with a batch size of 32 and a learning
rate of 2e-5.

Regarding the performance of the PA identification process,
we used the same configuration used in the evaluation of SCA
identification (see Section V-B), and conducted an evaluation
on the issues, PRs, and commits of Keras and Tensorflow. The
results are shown in Table VII.

TABLE VII: Performance of the PA Identification Process

Repository Data Type Identification Field Time
Keras Issue title, body, comments.body 11h 12m 58s
Keras PR title, body, comments.body 2h 28m 6s
Keras Commit message 24m 4s

TensorFlow Issue title, body, comments.body 47h 2m 34s
TensorFlow PR title, body, comments.body 12h 16m 59s
TensorFlow Commit message 10h 19m 44s

Using GPU would significantly improve the performance
of the PA identification process. As an example, we used
NVIDIA GeForce RTX 3060 Ti to run the PA identification
process on Keras. The results are 16 minutes 52 seconds
(compared to 11 hours 12 minutes 58 seconds using CPU) on
issues, 3 minutes 51 seconds (compared to 2 hours 28 minutes

6 seconds using CPU) on PRs, and 43 seconds (compared to
24 minutes 4 seconds using CPU) on commits of Keras.

The results show that the best accuracy of identifying
PAs using Assumption Miner on the test set is 0.9451 on
Epoch 22,000. Considering repositories may have various
context (e.g., different development policies), there is a need
to further extend the dataset to include more data from the
repositories, which will help to improve the generalization
ability of Assumption Miner in identifying PAs.

VI. CONCLUSIONS

Assumptions and their management are important in soft-
ware development. The prerequisite of analyzing and under-
standing assumptions in software development is to identify
and extract those assumptions with acceptable effort. To this
end, we proposed Assumption Miner to automatically identify
and extract assumptions on GitHub projects. Besides provid-
ing a running example of using Assumption Miner on the
TensorFlow project, we also evaluated the performance of As-
sumption Miner, and the results show that Assumption Miner
can effectively identify and extract assumptions from the
repositories on GitHub. Assumption Miner can be potentially
used for the research topics regarding assumptions and their
management in software development, such as assumption
making, evolution, evaluation, and reasoning.

For future work, the following aspects of Assumption Miner
can be further optimized: (1) There is a need to construct a
mechanism for continuously collecting data using Assumption
Miner. (2) The identification of SCAs and PAs can be further
optimized (e.g., develop new deep learning models, construct
a larger dataset and train deep learning models based on the
dataset). (3) Certain patterns of the issues, PRs, and commits
(e.g., a variable named “assume”) may lead to incorrect SCA
identification and extraction, which can be further addressed
in Assumption Miner. (4) Assumptions are related to various
types of software artifacts (e.g., requirements, design deci-
sions, and technical debt). Automatically recovering the rela-
tionships between assumptions and such artifacts in Assump-
tion Miner is a promising future direction. (5) Besides SCAs
and PAs, there are many implicit assumptions in projects,
which should also be identified and extracted in the future.
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Abstract—Ensemble learning for big data has been successful
in machine learning and has great advantages over other learning
methods. The ensemble model based on Random Sample Parti-
tion (RSP) is a prominent method of it. Although the RSP data
blocks have the consistent probability distribution function as the
whole data, there is some uncertainty in prediction results due
to the non-overlapping data between blocks. In this paper, we
propose a novel interval ensemble model based on RSP named
Inr-RSP, which maps prediction results to interval-valued data
by interval modeling and then uses the IAA aggregation method
to convert the interval-valued data into fuzzy sets to get a more
accurate and stable final result. The experimental classification
results from four real datasets also show that the performance
of this model is better than that of the traditional RSP ensemble
model. And the IAA method usage has a stronger ability to
capture uncertainty in prediction than the common majority
voting method.

Index Terms—Big data analysis, Ensemble learning, Random
Sample Partition, Interval Agreement Approach

I. INTRODUCTION

In recent years, due to the popularity of emerging technolo-
gies such as the Internet of Things (IoT), social media, and
mobile devices, the scale of data has exploded. Faced with
such massive amounts of data, how to efficiently process and
analyze them has become an urgent problem to be solved.
One of the biggest challenges in big data analysis is how
to perform complex computing tasks within a given amount
of computing resources. Previously, divide and conquer was
the main strategy for big data analysis and calculation, which
divide data into small subsets and then processed the sub-
sets independently [1]. The MapReduce [2] and Spark [3],
two distributed programming models, are also based on this
strategy to process massive data. However, due to the iterative
operation, the execution efficiency decreases, and the above
models are limited by available memory resources in the
calculation and analysis [4]. Therefore, the memory issue
becomes a problem for big data analysis.

This problem is mainly alleviated by sampling techniques.
Traditional sampling methods such as simple random sampling
[5], stratified sampling [6], reservoir sampling [7], and the
Record-Level Sampling (RLS) of the Hadoop Distributed
File System (HDFS) [8] in distributed architectures, are all
based on records. It becomes time-consuming and limited by
memory in big data because selecting records with equal prob-
ability requires scanning the entire data. Ensemble learning
is a common approach when using sampling techniques by

dividing the data into many subsets or fitting multiple mod-
els using different algorithms, which typically improves the
predictive performance of data mining and machine learning
algorithms [9]. Nevertheless, the traditional ensemble models
including Bagging [10] and Boosting [11] methods can not
avoid the bottlenecking of memory resources when using the
whole large dataset. Salman et al. propose an appropriate
analysis model for large-scale datasets call Random Sampling
Partition (RSP), which stores data as ready-to-use blocks of
non-overlapping random samples [12]. The generation of RSP
blocks is an offline operation, and each block has the consistent
probability distribution with the whole data, thus providing the
possibility of using a few blocks to approximate the whole big
data without the limit of memory.

The existing RSP model generates the RSP blocks using
the two-stage data processing (TSDP) [13] algorithm and
then obtains the approximate result by processing each block
respectively. Although RSP blocks have the consistent proba-
bility distribution with the big data, there is some uncertainty
in the prediction results due to the non-overlapping of the
data between the blocks. The common aggregation strategy
is majority voting [14], but it does not consider the effect of
the interval values. Besides, the number of learning models is
determined by the number of learning models, which is not
flexible.

In this paper, we propose an interval ensemble learning
model based on RSP named Inr-RSP, which takes into
account the uncertainty of the prediction results using interval
modeling and uses the Interval Agreement Approach (IAA)
to aggregate the final result. Experimental results show that
the Inr-RSP model can achieve more accurate and robust
classification with minimal information loss. Meanwhile, it
presents that a few RSP blocks are enough to achieve the
performance of the entire blocks and the number of learning
models can be independent of the number of blocks which
reduces model costs.

II. RELATED WORKS

Big data Sampling is a technology that extracts a sample set
from a big dataset to facilitate data processing and analysis.
The distribution of the sample data is important to the machine
learning models. In the case of random sampling, the distribu-
tion of the predicted sampling is similar to that of the overall
data. Common sampling methods include Bernoulli Sampling

DOI reference number: 10.18293/DMSVIVA2023-089
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[15], Simple Random Sampling [5], Stratified Sampling [6],
and so on [16]. Bernoulli Sampling [15] is to randomly select
a single sample with moderate probability from the total with
variable sample size and prone to sample bias. Simple Random
Sampling [5] takes a lot of work when the data size is large
or the distribution is more dispersed. Stratified Sampling [6]
provides greater statistical precision and reduces sampling
error. Similarly, the Bootstrap [17] method requires a large
number of replicate samples and traversing the full data each
time, which requires large enough memory resources. The
RSP model divides large data into ready-to-use disjoint blocks
whose distribution is consistent with that of the entire dataset.
The use of RSP models can build ensemble models with fewer
data, solving the problems of high computation and memory
limitation [12].

The aggregation functions of ensemble learning are methods
of combining multiple predictions into a final prediction result.
Some of the most classic methods are majority voting [14],
weighted voting [18], and stacking [19]. Majority voting [14]
is the most common and effective method. Papers [20]–[22]
applied the majority voting method to ensemble learning in
different applications, and the results of the studies indicated
that the majority voting method had a nice performance. In
recent years, fuzzy theory has been used to deal with uncertain
data, and interval-valued aggregation functions based on fuzzy
theory have been proposed for ensemble learning [23]. Paper
[24]–[27] proposed interval-valued aggregation functions to
capture the uncertainty of data and applied them to ensemble
learning. In particular, the Interval Agreement Approach (IAA)
[24] converts interval-valued data into fuzzy sets. The IAA
method addresses the limitations of the Interval Approach (IA)
[28] and the Enhanced Interval Approach (EIA) [29] which
only consider fuzzy sets of limited types and cannot handle
uncertain intervals. It considers the minimal assumptions of
interval data and does not rely on data preprocessing and
outlier removal.

III. PRELIMINARIES

In this section, we succinctly review the Random Sample
Partition data model and briefly describe the Interval Agree-
ment Approach.

A. Random Sample Partition (RSP)

Random Sample Partition is a distributed data model to
facilitate block-level sampling and support big data analysis
[12]. In this model, the statistical properties of the data set are
preserved in a group of small disjoint data blocks as ready-
to-use random samples (RSP blocks) from the entire data.
Each RSP block has consistent probability distribution with the
whole big data, allowing local results on different data blocks
to approximate the global results on the whole big data. Also,
it can address the limitation of memory and high computing
cost in large-scale data.

With the RSP model, a partitioning of D into k non-
overlapping random sample data blocks T = {D1, D2, ..., Dk}
in advance is represented as RSP blocks if:

•
⋃k

i=1 Di = D
• Di ∩Dj = ∅, where i, j ∈ {1, 2, ..., k} and i ̸= j
• E [Fi (x)] = F (x) , where i ∈ {1, 2, ..., k}

where Fi(x) is the sample probability distribution function of
a random variable x in Di. Accordingly, each block of T is
called an RSP block of D. Selecting an RSP block from T
equals directly extracting random samples from D. To analyze
large-scale data, using such Block-Level Sampling is more
efficient than Record-Level Sampling because it not requires
scanning the entire data.

The RSP-based ensemble model for big data analysis uses
a few selected RSP blocks to obtain approximate results.
First, a block-level sample is selected from the RSP. Second,
a sequential algorithm is applied parallel to each selected
RSP block. Third, the outputs of these blocks are combined
to produce an approximate result for the entire data (i.e.,
the majority voting in a classification task or the average
response in a regression task). The ensemble process for the
classification task is shown in Figure 1.

Fig. 1. The RSP-based ensemble model for big data analysis

B. Interval Agreement Approach (IAA)

The Interval Agreement Approach is a novel approach to
generating fuzzy sets from interval-valued data and is accu-
rately modeled by aggregating collective information captured
by intervals [24]. An interval is denoted as Ā = [lĀ, rĀ],
where lĀ shows the left endpoint and rĀ represents the right
endpoint. Let A =

{
Ā1, ..., Ān

}
be a set of intervals and a

Type-1 Fuzzy Set (T1 FS) named A in IAA. The membership
function µA of A is defined as:

µA = y1/
n⋃

i1=1

Āi1

+ y2/

(
n−1⋃
i1=1

n−1⋃
i2=i1+1

(
Āi1 ∩ Āi2

))
+ . . .

+ yn/

(
1⋃

i1=1

. . .
n⋃

in=n

(
Āi1 ∩ . . . ∩ Āin

))
(1)
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where yi = i/n. Equation(1) represents the common nota-
tion of membership for fuzzy sets and / refers to the degree
of membership rather than division. That means a value of µA

shows the number of that value within all the intervals in A.
When the yi is equal to 1, it indicates that all intervals are
intersected.

There are two ways to simplify equation(1). One is that the
membership of any value x can be calculated as the count of
intervals which x contained like

µA(x) =
1

n

n∑
i=1

µĀi
(x)

where µĀi
(x) =

{
1 lĀi

≤ x ≤ rĀi

0 else

(2)

The other way to show the membership function is to
subtract the number of left endpoints less than x in A from
the number of right endpoints in A less than x as

µA(x) =
1

n

(
n∑

i=1

(
lĀi

≤ x
)
−

N∑
i=1

(
rĀi

≤ x
))

(3)

Thus, A Type-1 Fuzzy Set can be generalized over µA(x).

IV. PROPOSED MODEL

In this section, we introduce the new interval RSP-based
ensemble model named Inr-RSP which uses interval modeling
and the IAA aggregation method to capture the uncertainty of
prediction results and decrease the information loss. The main
process of Inr-RSP is shown in Figure 2.

A. Generate RSP

Let D be a multivariate data set of N records and M features
where N is large. A partitioning of D into k small disjoint
data blocks {D1, D2, ...., Dk} is regarded as a generation of
RSP. The two-stage data processing (TSDP) algorithm for
generation is as [13]:

• Sequentially cut D into p non-overlapping subsets called
a partition of D. Each subset has the same size with
n records. Randomize each subset into i.i.d and cut it
into an RSP of k parts independently to generate P data
blocks.

• From each RSP block, select its corresponding RSP
block, for 1 to k, to generate a new data block. Repeat
this merging operation k times to generate a new partition
{D1, D2, ...., Dk}, which is an RSP of D.

The RSP model generates ready-to-use non-overlapping
data blocks with consistent probability distribution of the
entire data. It only needs to be executed once, which achieves
Write-Once-Use-Many-Times(WOUM) strategy.

B. RSP Blocks Sampling
In this part, select g blocks from RSP data blocks

T = {D1, D2, ..., Dk} without replacement to form a sample
set S as

S = {D1, D2, ..., Dg}
where g ≤ k. Thus, memory and communication costs

depend on g, not k. The sampled RSP blocks are the same as
the samples of the whole big data used for the following big
data analysis.

C. Build Different Models
According to the analysis task, the base model can choose

different learning models for the same task or one learning
model with different parameters. For example, different
base models, e.g. decision tree, support vector machine, and
logistic regression, can be used if the task is classification.

D. Generate Uncertain Intervals and Aggregate
The key idea of the proposed model is capturing uncertainty

by uncertain intervals from different data samples and models.
Firstly, the selected RSP blocks are processed in different built
models. In this part, intermediate results {Resulti j}gj=1 can
be generated for each model i. Then, to avoid the influence
of outliers on the results, we used Tukey’s Test to process the
intermediate result. Consider DLi as Q1i − k ∗ 1.5 and ULi

as Q3i + k ∗ 1.5, the uncertain interval for each model i is
shown as:

Ii = [DLi, ULi] (4)

where the Q1i is the first quartile of {Resulti j}gj=1 and Q3i
is the third quartile of {Resulti j}gj=1 for model i. Also, k is
the difference between Q3i and Q1i.

As mentioned before, IAA is used to generate a Type-1
Fuzzy Set (T1 FS), which is able to capture variation in the
opinion of a particular decision model and divergence between
the individual views of a group of decision models. Using
uncertain intervals Ii and equation(2), a T1 FS is defined as:

A = {((li, ri), ui)}zi=1 (5)

where li is the left point, ri is the right point and u is the
membership function value of regions.

E. Defuzzification of Fuzzy Sets
There are many defuzzification methods to calculate the

centroid of the Type-1 Fuzzy Sets. In this part, the computation
approach of [30] is used to acquire the centroid as follows:

c =
u1 ∗ (l1 + r1) + u2 ∗ (l2 + r2) + · · ·+ uz ∗ (lz + rz)

2(u1 + u2 + · · ·+ uz)
(6)

where c is the centroid which will be applied as the final result.
For binary classification, if the centroid is equal to or upper
than 0.5, the final class will be class zero, and if it’s not, it is
class one. Similarly, the multiclass classification result is the
primary class, and the other case is the secondary class.
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Fig. 2. The Inr-RSP ensemble model for big data analysis

V. EXPERIMENTS AND RESULTS

To demonstrate the classification performance of the pro-
posed model for big data analysis, we conducted several
experiments on four datasets. First, we show the character-
istics of datasets, experiment settings, and evaluation methods
used in our experiments. Then, we evaluate the performance
of the proposed model in classification, compared with the
traditional RSP analysis model and interval RSP model which
are applicable to majority voting. Also, we run our model on
different sampling sizes, the various number of selected RSP
blocks and learning models to obtain the sensitivity of the
proposed model.

A. Datasets

We evaluate the proposed model on four datasets from
the University of CaliforniaIrvine (UCI) 1 machine learning
repository. As the optimization problem is an ensemble
learning under big data, the number of records in the selected
datasets is relatively large. In general, each of the four
datasets differs in size, features and classes. The properties
are described in Table I.

B. Experiment settings

The experiments focus on the classification task, so the
decision tree is used as the base classifier. To generate different
classifiers, with M as the number of features in each data, each
decision tree is generated by abandoning a random feature

1https://archive.ics.uci.edu/ml/index.php

TABLE I
PROPERTIES OF THE DATASETS USED IN EXPERIMENTS

Dataset Records(N) Features(M) Classes
Covertype 581,012 54 7
Watch acc 3,777,046 5 18

SUSY 5,000,000 18 2
HIGGS 11,000,000 28 2

that has not been ignored. Therefore, the maximum number
of classifiers m cannot exceed the number of data features.

Notably, the classifiers’ outputs in Inr-RSP are main class
probabilities, not labels. For binary classification, the specified
primary class is class Zero, and the secondary is class One.
Also, the proposed model is suitable for multiclass classifi-
cation. Consider the class of maximum probabilities as the
primary class and the second maximum as the secondary.
The multiclass classification ensemble problem is converted
to determine the main classification class.

We use the abbreviations below for simplicity. RSP is to
represent the traditional RSP analysis model which processes
the RSP blocks independently and then aggregates them by
majority voting method. Then, using interval RSP to present
interval modeling of RSP blocks and aggregation by majority
voting. Finally, Inr-RSP is proposed by this paper to represent
the interval modeling of RSP blocks but aggregation using the
IAA.

In Inr-RSP, the maximum number of classifiers is equal to
the number of data features. In the preliminary experiment,
to facilitate fair comparisons with other models, the size
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of each RSP block n, the number of RSP blocks(g=5) and
classifiers(m=5) are fixed for each dataset. In the parameter
influence experiment, each dataset is divided into two RSP
block sizes. The number of RSP blocks varies from 2 to
20 with intervals of 2, and the number of classifiers differs
according to the data features. Each experiment only changes
one parameter to reflect the influence of the parameter. To
eliminate chance, the experiments are repeated 10 times and
the average results are reported.

C. Evaluation Methods

To get convincing results, we use the same testing data to
test models for proposed and compared models. Also, using
the following two matrices, Accuracy and Kappa, to measure
the performance of classification tasks.

Accuracy =
TP + TN

TP + FN + TN + FP
(7)

where TP is the number of true positive predictions, TN is the
number of true negative predictions, FP is the number of false
positive predictions, and FN is the number of false negative
predictions. It shows the proportion of accurate results among
the total number of testing.

Kappa =
Po − Pe

1− Pe
(8)

where Po is the overall accuracy and Pe is the chance
consistency error. It represents the percentage of errors
reduced if the classification were completely random.

D. Preliminary Results

Table II shows the four classification matrices results of
the proposed Inr-RSP model compared with the interval RSP
model and the RSP model both aggregated by majority voting
method in four datasets. For fair comparisons, we used the
same sampling size, the number of selected RSP blocks, and
the number of learning models for each model. That is, the
difference in the results is the performance improvement.

As seen in Table II, both interval ensemble models are
superior to the RSP model in most datasets, which means
that interval modeling can combine multiple predictions into
more accurate interval predictions to preserve the uncertainty.
Also, the Inr-RSP ensemble model using the IAA aggregation
method successfully outperforms the contrast model in all
datasets because the IAA algorithm can well consider the
impact of interval values and process uncertain data, which
can also transform interval values into more stable and
reliable results, so as to make more accurate and robust
classification and minimize information loss.

E. Influence of Parameters

In this section, we experiment with the sensitivity of Inr-
RSP to changes in parameters, including the RSP sampling
size, the number of selected RSP blocks, and the number of

classifiers. Note that in evaluating the selected parameters, all
other parameters remain fixed during the experimental run.

1) RSP sampling size n:
Figures 3 and 4 present the classification accuracy of the Inr-

RSP model on four datasets for two different RSP sampling
sizes n (shown as solid lines). As n affects the amount of data,
too small n will not allow the classifier to capture enough
specific patterns, and so large n may increase the risk of
overfitting. It is observed that the RSP sampling size affects the
accuracy of the Inr-RSP model, a larger value of n generally
leads to better classification.

2) Number of RSP blocks g:
Figure 3 also shows the classification accuracy of the Inr-

RSP model on four datasets for different RSP block numbers.
Since the traditional RSP model has the same number of
classifiers as the blocks, it is not compared without fixed m. As
shown in Figure 3, the classification accuracy of the proposed
Inr-RSP model increases with the number of RSP blocks at a
fixed m = 5 and maintains convergence at a certain number of
blocks, indicating that a stable model can be built with a few
blocks. In contrast, most of the Inr-RSP models aggregated
by the majority voting method are unstable and have poor
accuracy as it does not consider the uncertainty of interval
data.

3) Number of classifiers m:
Figure 4 represents the classification accuracy of the Inr-

RSP model on four datasets for distinct classifier numbers.
Because the number of classifiers in the traditional RSP
model is the same as the number of blocks, only display the
results of g=5 and m=5. The results show that the accuracy
of the Inr-RSP model does not have a significant effect so
fewer classifiers can build a stable model but no limit to the
number of blocks. Meanwhile, it outperforms the comparison
model when the g increases.

VI. CONCLUSION

This paper presents a novel ensemble model for big data
named Inr-RSP, which better captures the uncertainty of the
traditional RSP-based ensemble model through interval model-
ing and interval aggregation methods. The Inr-RSP model uses
the IAA aggregation method to transform the interval-valued
data generated by RSP data blocks interval modeling into
fuzzy sets and then obtains the final result through centroid
calculation. This model can reduce information loss and obtain
more accurate and robust ensemble results. The new model
outperforms the traditional RSP model on four real datasets
and is also superior to the majority voting method using the
IAA.
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Abstract—The Cross-Lingual Entity Alignment (CLEA) aims to
find the aligned entities that refer to the same identity from two
Knowledge Graphs (KGs) in different languages. In real-world
applications, the neighborhood structures of the same entities in
different KGs tend to be non-isomorphic, which makes the entity
representation contain diverse semantics information and poses a
great challenge for CLEA. In this paper, we address this
challenge from two perspectives. On the one hand, cross-KG
relation completion rules are designed with the alignment
constraint of entities and relations to improve the isomorphism of
two KGs. On the other hand, a representation method combining
isomorphic weights is designed to include more isomorphic
semantics for counterpart entities, which will benefit CLEA.
Experimental results show that our model can improve the
isomorphism of two KGs and the alignment performance,
especially for two non-isomorphic KGs.

Keywords: Knowledge Graphs, Cross-Lingual Entity Alignment,
Non-isomorphism, Relation Completion

I. INTRODUCTION

Knowledge Graphs (KGs) play an important role in NLP
field and data mining-related fields, such as question answering
[4], industrial and academic settings [12]. But the construction
of KGs is very hard that needs substantial resources. Due to the
scarcity of available resources, it is difficult to build KGs for
under-resourced languages, such as Greek, Arabic, etc. To
address this problem, recent research has proposed Cross-
Lingual Entity Alignment (CLEA) to enhance KG of under-
resourced language using well-resourced language [4].

CLEA is to identify the aligned entity pairs referring to the
same objects from two KGs in different languages. To this end,
CLEA methods try to map the entities and relations in two KGs
into a shared space, in which, the embeddings of the same
objects in two KGs are as close as possible. Existing CLEA
methods are classified into TransE-based methods [11] and
Graph Neural Network-based (GNN-based) methods [22].
TransE-based methods assume that two KGs in different
languages have a similar structure, so the embeddings of
aligned entity pairs should have relative similar positions in the
vector spaces. Recently, GNN-based methods have gained a lot
of attention due to their great performance. GNN-based
methods first learn the entity embeddings by aggregating the
neighboring entities and then evaluate the similarity between
entities based on their embeddings. The entities with the
nearest geometric distance are regarded as a pair of aligned

entities. These methods have proven their effectiveness for the
isomorphic KGs.

However, owing to imbalanced resources and different
cultures, two KGs in different languages are non-isomorphic
generally. Particularly, the ratio of non-isomorphic neighbors is
more than 85% for two KGs [17]. The non-isomorphism means
that the counterpart entities in two KGs tend to contain
heterogeneous neighboring entities, the different numbers of
neighbors and relations. As shown in Fig. 1, Given two non-
isomorphic KGs and some aligned entities as supervised seeds,
(represented by the same shape in yellow), we aim to find more
new aligned pairs, such as “林肯” and “Lincon” (red
double dashed line). However, The neighborhoods of “林肯”
and that of “Lincon” are heterogeneous. They have different
neighbors. However, GNN-based methods aggregate these
heterogeneous neighbors, which will lead to monolingual
embeddings containing different semantics. Thus, the non-
isomorphism will hold back CLEA and pose a great challenge.

Figure 1. The illustration of non-isomorphism of KGs and our idea of cross-
KG relation completion. The neighborhoods of “林肯” and “Lincon” are

heterogeneous. Our idea is to change the topology of two neighborhoods by
completing the relations (red dashed lines).

A few studies have focused on non-isomorphic CLEA.
Their common idea is to expand the neighboring scopes or
filter noisy neighbors. Alinet [17] thinks that distant neighbors
may include more homogeneous entities and expands
neighborhoods to cover more neighbors. DAEA [15] identifies
the useful neighborhood with the importance of relations, and
then the embedding will include similar neighbors and exclude
noisy ones. However, the above methods try to find available
information from a single KG, which has two limitations.
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1) Although expanding the neighbors' scope can cover more
homogeneous neighbors, it inevitably covers some noisy
neighboring entities. Moreover, with the increasing scope, the
cost of representation methods also increases exponentially. In
addition, the expansion of neighbor scope cannot improve the
topology isomorphism of two KGs.

2) Existing methods enrich the representation by paying
more attention for closer or more similar neighbors. If these
closer neighbors are non-isomorphic, the representation of
entities will focus more on heterogeneous neighbors and lead to
semantic difference.

To address these problems, we propose a method named
cross-KGs relation completion for non-isomorphic CLEA. Our
method addresses the non-isomorphism in two views. Firstly,
with the assumption that counterpart entities should have
isomorphic neighborhoods, cross-KGs relation completion is
designed to change the topology of KGs and improve the
isomorphism of two KGs, as shown with the red dashed lines
in Fig.1. Secondly, the isomorphic weights are introduced into
representation learning to make entity representation focus
more on the isomorphic neighbors, which will benefit non-
isomorphic CLEA. Our contributions are summarized as:

1) To address the non-isomorphic CLEA, we propose to
improve the topology isomorphism of KGs by cross-KG
relation completion. To our best knowledge, there is little work
focusing on cross-KG completion owing to the unavailable
connection KGs [25]. In this paper, we complete the relations
with some supervised aligned information. With our cross-KG
completion, both completeness and topology isomorphism can
be improved. And KG representation will cover more
isomorphic information on a smaller neighborhood.

2) To reduce the semantic discrepancy of counterpart
entities, the isomorphic weights for two neighborhoods, not the
similarity or importance to the central entity, are introduced
into representation learning. The isomorphic weights will make
the embedding include more isomorphic semantics and exclude
non-isomorphic semantics, making CLEA more easily.

II. RELATED WORK

A. Methods for CLEA
Existing CLEA methods are classified into TransE-based

methods [11] and Graph Neural Network-based (GNN-based)
methods [22]. And recent studies have shown that GNN-based
methods can achieve outperformance. Gnn-based methods can
be divided into two types: 1) GNN with entity attention. As
an expansion of GNN, Graph Convolutional Network (GCN)
can learn the node-level representation. GCNAlign [22] is the
first study using GCN to learn the representation in low-
dimensional space, and then measures the distance of entities to
find new alignments. Some works [5] put two KGs into one
GCN to learn a shared representation space, in which, it uses
aligned pairs to make entities closer to each other. To represent
the entities with more semantics, Graph Attention network
(GAT) is used to make the representation focus more on the
important or similar neighbors [20]. 2) GCN with relation
attention. To measure the importance of neighbors accurately,
some studies [13] combine the relations with neighbors to find
useful neighbors. By giving more attention to those useful

neighbors, the representation is enhanced further. Other studies
use specific relation to update the attention for neighbors, such
as the node attributes [14] and relation types [19][24].

In sum, GNN-based methods have proven their superiority
for CLEA. However, they only achieve a good performance for
similar knowledge graphs [17].

B. Methods for Non-isomorphic CLEA
Non-isomorphism is common in applications. That means

the counterpart entities have non-isomorphic neighbors. It is a
huge challenge for CLEA. The studies focus on non-
isomorphic CLEA can be divided into two categories. 1) Using
additional information. KDCoE [10] uses both entity
description and multilingual literal description as additional
information to co-train the embeddings of entities. N-gram [18]
uses the attribute triples to generate the embeddings for
attribute characters. Other works [1][21] also merge additional
configuration information for entities by entities' attributes. 2)
Changing the range of neighborhood. AliNet [17] is the first
work for non-isomorphic CLEA. It expands the scope to cover
more distant neighbors to increase the overlapping KGs. And it
uses attention to reduce the noisy neighbors and emphasis the
useful neighbors. KE-GCN [23] selects the right relations and
their corresponding neighbors from all neighborhoods using
translated method [11]. DAEA [15] uses the relation and level
attention to filter useless and distant neighbors respectively.

Non-isomorphism has attracted much attention. However,
existing methods find available information in one KG while
neglecting the information from cross-KGs.

III. OUR PROPOSED METHOD

Formally, KG is defined as KG=(E, R, T ). It consists of a
set of entities � and a set of relations R, and the knowledge
facts are stored in a collection T in form of triples (ℎ, �, �) ,
where h, t ∈ E and r ∈ R. Given two non-isomorphic KGs,
denoted as KG1=(E1, R1,T1) and KG2= (E2,R2,T2), the task
of our CLEA is to find new aligned entity pairs using some
supervised entity pairs EP=(e1i, e2j) | (e1i∈ E1; e2j∈E2).

The framework of our method is shown in Fig.2, which
includes three steps. The first step is cross-KG relation
completion. With the aligned entities as supervised information,
the relations alignment is treated as a constraint to predict the
potential relations. This step changes the topology of each KG
and then improves the topology isomorphism of KGs. The
second step is augmented representation. Isomorphic weights
are introduced into GAT to make KG representation focus
more on the isomorphic neighbors and then the semantic
discrepancy of counterpart entities is reduced. The third step is
the alignment with a loss function. The distance is used to
search for the nearest entity in the whole space and then to find
more alignment pairs.

A. Cross-KGs completion
In this paper, non-isomorphic CLEA is addressed

differently. We introduce the cross-KG relation completion to
change the structure of original KGs and make them more
isomorphic.
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It can be easily accepted that the same object in different
KGs should have homogeneous neighborhoods. If they do not,
there may be some relations missing. Motivated by this, we
propose to complete these missing relations according to the
aligned entities and relations. The supervised aligned entities
are known as seeds, and then we need to align the relations.
Owing to that the number of relation types is smaller than that

of entities. Thus the alignment of relations is easier. We
construct the set of aligned relations RP=(r1i, r2j) | (r1i∈R1;
r2j∈R2) as a constraint to the completion, which will reduce
the noise in the cross-KG relation completion.

The cross-KG completion searches the potential relations in
global KGs, and it includes 2 steps, relation alignment and
relation completion. We will describe the two steps in detail.

Figure 2. The framework of our method. In cross-KG relation completion step, isomorphic entities in yellow are treated as supervised pairs, and the red dashed
lines are the completed relations. In augmented representation step, the yellow W+ and gray W- mean isomorphic and non-isomorphic weights respectively.

Relation Alignment Rule: Relations can be aligned based
on whether their related entities are aligned. For two triples (h1,
r1, t1) and (h2, r2, t2) from KG1 and KG2, respectively, if the
entities <h1,h2> and <t1,t2> are both aligned, we can infer
that r1 and r2 should be aligned. Based on this observation, we
design the first rule for relation alignment, which is formally
expressed as follows.

> r2 r1, =< + RP  THEN
) EP ∈>  t2 t1,< and EP ∈> h2 h1,< and KG2 ∈  t2)r2, (h2, and KG1 ∈  t1)r1, ((h1, IF

Relation Completion Rule: Relations can be completed
when two entities are connected in one KG but their aligned
entities are not connected in another KG. With the aligned pairs
<h1,h2>, <t1,t2>, and <r1,r2> as constraints, if (h1,r1,t1)
exists in KG1 but (h2,r2,t2) is not included in KG2, we will
complete the triple (h2,r2,t2) in KG2. We formally write this as
the second rule for relation completion:

 t2)r2, (h2, = + KG2 THEN
KG1 ∈  t1)r1, (h1, and RP ∈ > r2 r1,< and EP ∈>  t2 t1,< and EP ∈ > h2 h1, (< IF

The relation alignment rule is used to align relations in two
KGs, and the aligned relations serve as constraints for relation
completion. The relation completion rule is used to complete
potential relations, and these completed relations provide more
triples for relation alignment. The two rules are run iteratively.
Finally, with the completed relations, the neighborhoods of
entities change, and the non-isomorphism is reduced.

It is worth noting that the relation-aligned constraint is
important for relation completion. Firstly, the aligned relations
are introduced as additional information besides neighbors,
which is helpful for CLEA. Secondly, the aligned relation

constraint connects entities and relations into triples as an
aligned unit, ensuring that the completed related neighbors are
unambiguous and can reduce noise. If the aligned relations are
ignored, we can only connect entities but cannot distinguish
their neighbors by relation awareness. Therefore, the relation
constraint is necessary.

B. The isomorphic weights for augmented representation
Although the isomorphism of KGs has been improved after

completion, it cannot ensure the complete isomorphism of KGs.
There still are some heterogeneous neighbors. Thus, we
propose isomorphic weights to focus more on homogeneous
neighbors and ignore heterogeneous ones in representation.
And then the entity embedding will be more suitable for non-
isomorphic CLEA. In this subsection, we first set different
weights for isomorphic neighbors and non-isomorphic
neighbors, and then learn the representation KGs. We take KG1
as an example to show the weighted aggregation representation,
and the representation of KG2 is similar.

Isomorphic Weight Setting: For two counterpart entities,
if their neighbors are known as aligned seeds, they are called
isomorphic neighbors. It can be defined as follows.

Isomorphic Neighbors: Given ei∈KG1 and ej∈KG2, and
��� = ��

�� and ��� = ��
�� denote the neighbors of ei and ej. If

< ��
��, ��

�� >∈ �� , they are called isomorphic neighbors.
Otherwise, they are non-isomorphic neighbors. The isomorphic
value is set as �(��

��, ��
��) . When �( ∙ ) = 1 , it means ��

�� and
��

�� are isomorphic, and when �( ∙ ) =− 1 , it means they are
heterogeneous.
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��, ��

��) =
1 < ��

��, ��
�� >∈ ��

−1 < ��
��, ��

�� >∉ ��


The isomorphic weights of neighbors are set according to
whether they are isomorphic. Especially, the weights are
initialized equally, and then the isomorphic neighbors will
make the weight ���

�� larger owing to �( ∙ ) = 1, and the non-
isomorphic ones will make the weight smaller with � ∙ =− 1.
���

�� , the weight for i-th neighbor of entity ei, is calculated as
following.

���
�� = ��������

�|���|
���(�(��

��, ��
��)) 

where �������� is the initial weight of neighbors, and it is set to
one out of the number of neighbors equally. ���� is the
normalized factor used to normalize the weight value, and it is
calculated as:

���� = �=1
|���| �����������(�(��

��, ��
��))� 

Weighted Augmented Representation: Isomorphic
weights are combined with GAT to learn KG representation.
Firstly, embeddings of entities and relations are initialized
randomly, denoted as ℎ�1 , ℎ�2 , . . . , ℎ�� and ℎ�1, ℎ�2, . . . , ℎ�� .
Then the isomorphic weights are set to all neighbors and
relations to augment those isomorphic neighbors. The weighted
aggregation of relations and neighbors is shown in Formula 4
and 5.

ℎ��,� = 1
|���|

( ��
���

�� ℎ��) 

ℎ��,� = 1
|���|+1

( ��∈���
���

��� ℎ��
�� + ��������ℎ��) 

where ℎ�� refers to the embeddings of relations associated
with entity ei, and ℎ��

�� refers to the embeddings of neighbors
that belong to entity ei. Combining both relations and neighbors
enables the representation of the entity ei.

ℎ�� = [ℎ��,�||ℎ��,�] 

Secondly, the weighted embeddings ℎ�� are used as the
input of GAT to learn the final representation of KG. Formula 7
shows the learning representation process of GAT.

ℎ��
����� = ����( 1

� �=1
1 [ ��∈���

��,�
� ℎ��� ]� ) 

where Z is the number of head attention, ��,�
� is the attention.

Both Z and ��,�
� are computed as MRAEA [8] does.

C. Entity Alignment
With the representation KGs, we find new entity pairs by

searching the nearest entity to each other globally [22]. In this
process, the distance between entities can be computed by the
Manhattan distance.

���(�1, �2) = |ℎ��1
��� − ℎ��2

���| 

where ℎ��1
��� and ℎ��2

��� represent the embeddings of �1 and �2.

To bring similar entities closer to each other in a uniform
space, we shorten the distance by minimizing the following
loss.

� = <�1,�2>��� ����(���(�1, �2) − ���(�'1, �2)� −
���(�1, �'2) + � 

where � represents the margin hyper-parameter. The entities
�'1 and �'2 are considered as negative entities. We randomly
select negative pairs from E1 and E2, similar to MRAEA [8].
As shown in Formula 9, our calculations enhance positive
samples and weaken negative samples in order to narrow the
alignment entity distance.

IV. EXPERIMENT

A. Datasets and Baselines
The performance of our method is evaluated on three large

cross-lingual datasets from DBP15K, which are used
commonly in many studies. For this dataset, the ratio of overlap
coefficient (OC) is used to show the isomorphism of KGs. The
OC is proposed in [17], and it is computed by the ratio of
aligned neighbors to all neighborhoods in one-hop neighboring
range. Higher the OC value, the more isomorphic two KGs
[17]. For example, the OC value of ZH-EN is 11.7%, which
means that only 11.7% of neighborhoods in Chinese and
English KGs are homogeneous. It can be seen that the two KGs
are non-isomorphic. the OC value of JA-EN is 11.6% and the
OC value of FR-EN is 13.1%. Baselines

To validate the effectiveness of our method, fifteen
baselines are compared with our method. These baselines fall
into 3 categories. TransE-based baselines include MTransE
[11], IPTransE [26], and NAEA [27]. GNN-based baselines
include GCN-Align [22], MuGCN [2], GAT [20], R-GCN [13],
MuGCN [2], MRAEA [8], RREA [9], Dual-AMN [7] , PSR [6],
Sparse[3] and RpAlign [16]. There are also some baselines
focusing on the non-isomorphic CLEA, including of AliNet
[17], KE-GCN [23] and DAEA [15].

It is worthy to note that a few recent works [1][3][28] have
achieved remarkable performances. [1][28] use some additional
information, such as entities' attribute information and entities'
description information. [3][28] initialize the representation
with Glove embedding. In this paper, we compare our methods
with its variants igoring the additional information for fair
comparision.

B. Experimental Setting
DBP15K consists of three cross-lingual tasks, namely

DBPZH-EN, DBPJA-EN, and DBPER-EN. For a fair comparison, we
use 30% of alignments data as training and the other 70% as
testing, as other methods did [8]. In addition, there are some
common parameters, which all are set to the same values as the
previous works. The embeddings' dimensions of entities and
relations d=100, attention head number k=2, the depth of GNN
is set to 2, the dropout rate is 0.3 and the learning rate of Adam
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is 0.005. The margin-based loss function integrates some
negative entities. The aggregation range, dropout rate, and
learning ratio are set to 2, 0.3, and 0.005 respectively. In this
paper, Hits@k and Mean Reciprocal Rank (MRR) are used to
measure performance.

C. Main Results
Table I shows the performance of our method and baselines.

Experimental results of all baselines are obtained from their
original papers. Some conclusions can be drawn from Table I.

1) GCN-based methods outperform TransE-based methods,
which is consistent with the conclusion of other works [19].

2) As for GCN-based methods, methods with GAT [7], [20]
perform better than those with GCN. It is because that the
similar or closer entities are given more attention to enrich the
representation of KGs. In addition, the GNN-based methods
focusing on both relations and entities [9], [13] perform better
than those only focusing on the entities.

3) The methods for non-isomorphic CLEA, including
AliNet [17], KE-GCN [23], DAEA [15] and ours, perform

better than the GCN-based methods on average owing to that
they address the non-isomorphism of KGs. It shows that the
non-isomorphism does exist commonly in two KGs and
addressing it will benefit the CLEA.

4) Our method has an obvious improvement than other non-
isomorphism baselines, including AliNet [17], KE-GCN [23],
DAEA [15], KE-GCN [23] and RpAlign[16]. H@1 of our
method is improved by 14.5%, 13.2%, and 14.9% averagely on
three datasets. Compared with AliNet [17], our method not
only covers more neighbors but also changes the topology of
the neighbors using cross-KG relation completion. By
improving the isomorphism of KGs, our method achieves an
improvement. And compared with KE-GCN, our method
enriches the entity embedding by supplementing missing
homogeneous neighbors rather than deleting heterogeneous
neighbors, which includes more related and similar semantic
information. Compared with RpAlign[16], Our completion rule
depends on non-isomorphic relation and assign isomorphic
weights to make the representation include more isomorphic
information.

TABLE I. OVERALL PERFORMANCE OF ALL METHODS ON DBP15K DATASET

Types Models
DBPZH−EN DBPJA−EN DBPFR−EN

H@1 H@10 MRR H@1 H@10 MRR H@1 H@10 MRR

TransE-based
CLEA

MTransE [11] 30.8 61.4 36.4 27.9 57.5 34.9 24.4 55.6 33.5

IPTransE [26] 40.6 73.5 51.6 36.7 69.3 47.4 33.3 68.5 45.1

NAEA [27] 65.0 86.7 72.0 64.1 87.2 71.8 67.3 89.4 75.2

GCN-based
CLEA

GCN-Align [22] 41.3 74.4 54.9 39.9 74.5 54.6 37.3 74.5 53.2

GAT [20] 41.8 66.7 50.8 44.6 69.5 53.7 44.2 73.1 54.6

R-GCN [13] 46.3 73.4 56.4 47.1 75.4 57.1 46.9 75.8 57.0

MuGCN [2] 49.4 84.4 61.1 50.1 85.7 62.1 49.5 87.0 62.1

MRAEA [8] 65.7 89.5 74.4 72.7 92.3 79.8 73.9 93.8 81.0

RREA [9] 71.5 92.9 79.0 71.3 93.3 79.3 73.9 94.6 81.6

Dual-AMN [7] 73.1 92.3 79.9 72.6 92.7 79.9 75.6 94.8 82.7

PSR [6] 70.2 92.4 78.1 69.8 93.0 78.2 73.1 94.1 80.7

Sparse [3] (L=0) 58.5 78.0 - 59.1 79.1 - 76.0 91.5 -

non-isomorphism
CLEA

AliNet [17] 53.9 82.6 62.8 54.9 83.1 64.5 55.2 85.2 65.7

DAEA [15] 56.8 88.3 67.7 57.6 89.2 68.3 58.0 91.2 69.5

KE-GCN [23] 56.2 84.2 66.4 57.0 85.2 67.0 57.2 88.5 68.3

RpAlign [16] 74.7 88.8 79.4 72.9 89.0 78.2 75.2 89.9 80.1

Ours 74.9 92.2 80.6 73.8 92.5 83.0 76.3 93.4 81.7

TABLE II. ABLATION OF OUR METHOD ON DBP15K DATASET

Models
DBPZH−EN DBPJA−EN DBPFR−EN

H@1 H@10 MRR H@1 H@10 MRR H@1 H@10 MRR

Baseline(AliNet) 53.9 82.6 62.8 54.9 83.1 64.5 55.2 85.2 65.7

Baseline(MRAEA) 65.7 89.5 74.4 72.7 92.3 79.8 73.9 93.8 81.0

W/O isomorphic weights 72.9 90.5 79.7 73.3 92.3 81.8 74.4 93.0 81.2

W/O rel Completion 73.8 91.5 83.0 73.1 92.1 79.9 74.5 93.1 81.3

Ours 74.9 92.2 80.6 73.8 92.5 83.0 76.3 93.4 81.7
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D. Ablation Studies
Ablation is conducted in Table II. w/o rel completion

means ignoring the cross-KG relation completion and finds
new aligned pairs from the original KGs. And w/o isomorphic
weights means ignoring isomorphic weights and learns the
representation only with GAT.

The effectiveness of cross-KGs relation completion:
Compared with MRAEA, w/o isomorphic weights improves
H@1 by 2.7% average. Compared with w/o rel completion, our
method also improves H@1. It reveals that cross-KG compl-
etion can improve the completeness and isomorphism of KGs.

The effectiveness of isomorphic weights: Compared with
w/o isomorphic weights, our method improves H@1 by 3.56%
average. This reveals the augmented representation for
isomorphic neighborhoods can enhance KG representation and
is helpful for non-isomorphic CLEA.

E. Analysis
1) Cross-KG relation completion can improve the
completeness and isomorphism of KGs.

Cross-KG relation completion results are shown in Table
III.

a) After completion, the number of triples increases by
32455 and 6173 for KGZH and KGEN respectively. It means
32455 and 6173 relations are completed and the completeness
of KGs is improved. With the increase of the number of
isomorphic edges, the isomorphism of the graph is enhanced,
so that the representation of aligned entities is closer, and the
training results of the graph neural network are more accurate.

b) After completion, OC values are improved by 8.8%,
9.3%, and 9.5%, which shows that isomorphism of KGs is
improved.

TABLE III. THE RESULT OF CROSS-KG RELATION COMPLETION

Datasets Indicators Original After Completed Increase

DBPZH−EN

TriplesZH 70,414 102,869 32,455

TriplesEN 95,142 101,317 6,175

OC 11.7% 20.5% 8.8%

H@1 67.0% 74.9% 7.9%

DBPJA−EN

TriplesJA 77,214 89,804 12,590

TriplesEN 93,484 120,489 27,005

OC 11.6% 20.9% 9.3%

H@1 55.2% 73.8% 18.6%

DBPFR−EN

TriplesFR 105,998 206,658 100,660

TriplesEN 115,722 155,477 39,755

OC 13.1% 22.6% 9.5%

H@1 55.2% 76.3% 21.1%

c) With the improvement of completeness and
isomorphism, H@1 is improved by 7.9%, 18.6%, and 21.1%.

This shows the effectiveness of the cross-KG relation
completion.

2) Our method can achieve an identical performance only
covering the least neighboring scopes.

Some baseline methods, such as AliNet [17], expand the
neighborhood scope to improve the isomorphism between two
KGs. We compared the performance of AliNet and our
method with varying ranges, as shown in Fig.Figure 3. .

a) When the neighborhood range changes from 1-hop to 2-
hops, the performance of AliNet improves significantly,
indicating that expanding the scope covers more homogeneous
neighbors. However, when the scope changes to 3-hops and 4-
hops, the performance of AliNet decreases sharply,
demonstrating that a larger scope covers more heterogeneous
and noisy neighbors, which hinders CLEA.

b) As the neighborhood scope increases, the performance
of both our method and our w/o weight remains relatively
stable. This is because our method changes the topology of all

entities through cross-KG completion. After completion, the
isomorphism between two KGs will not change when the
neighborhood scope varies. Additionally, as the neighborhood
scope expands, the isomorphic weights weaken distant and
heterogeneous neighbors. This implies that our method does
not require aggregating too many neighbors in the
representation learning.
3) The robustness for non-isomorphism of KGs.

Figure 4. shows the performance of our method with
different OC. The larger the OC value is, the stronger
isomorphism of knowledge graph is. We randomly drop out
some homogeneous neighbors from the original KGs to get
several datasets with different OC. We delete [5%-30%]
isomorphic neighbors and OC value will decrease from 11.1%
to 8.1% for ZH-EN, 11.0% to 8.1% for JA-EN and 12.4% to
9.2% for FR-EN.
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Figure 3. The influence for performances of different ranges of neighborhoods on ZH-EN, JA-EN, FR-EN.

Figure 4. The performance varies with different OC values on three datasets.

a) With the decreasing of OC, the performances of our
method and MRAEA [8] decrease obviously. It shows that
non-isomorphism will hold back CLEA. While the
performance of Alinet fluctuates over a range because it
randomly selects distant neighbors and does not rely on direct
neighbors.

b) Compared with MRAEA[8], our method degrades more
slowly, and performs relatively higher and more stably. This
reveals that our method is robust, especially for non-
isomorphic CLEA.
4) The robustness for available alignment seeds.

All baselines in this paper are supervised methods. The
number of available seeds will influence the alignment
performance. In our method, the available seeds will influence
both the supervised learning and the cross-KG relation
completion. The results of Hits@1 and the OC value varying
with the size of aligned entity pairs are shown in Figure 5.
and Figure 6.

In Figure 5, the alignment accuracy increases with the
number of pre-aligned seed entities increasing. In Figure 6,
OC value increases more obviously with the increasing of the
seeds number. For Zh-EN, when there are only 1500 seeds
available, the OC increases by 1.84%, while 4500 seeds are
available, the OC increases by nearly 9%. It shows that more
aligned seeds will be conducive to our entity alignment.

Figure 5. The performance changes with the size of available aligned entity
pairs.

Figure 6. The OC changes with the size of available aligned entity pairs.
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V. CONCLUSIONS

This paper focuses on non-isomorphic CLEA. To address
the non-isomorphism, cross-KG relation completion is
proposed to complete the missing relations and improve the
completeness and isomorphism. And then, the isomorphic
weights, not the importance of central entities in one KG, are
designed to learn a representation more suitable for CLEA. In
near future, we will explore more suitable method to mearue
the isomorphism of two KGs.
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Abstract—The most commonly adopted methods of video action
recognition are optical flow and 3D convolution. Optical flow
method requires calculation in advance and a lot of computing
resources. 3D convolution method encounters several problems
such as many parameters, difficult training, and redundant
computation. This paper proposes an approach that can turn the
motion information into a static RGB frame by a feasible way of
compression: Directional Residual Frame (DRF). This idea comes
from a static cartoon that can represent complex events through
residual shadows. DRF takes advantage of the scarce nature of
residual frames in space and pixel value to achieve similar effects
of residual shadows by fusing multiple residual frames. With the
DRF, the motion information can be learnt as simply and efficiently
as learning the RGB information. In addition, it also proposes a
Short-term Residual Shadow Module based on the DRF.
Experimental results show that it has better performance than the
state-of-the-art model TDN on UCF101 benchmark.

Keywords-DRF; motion information; action recognition;
temporal difference module

I. INTRODUCTION
In recent years, Video-based action recognition has drawn a

significant amount of attention from the academic community.
In action recognition, there are two kinds of key and
complementary information: appearances and motion. CNN
have achieved great success in classifying images of objects,
scenes, and complex events. Thus, it is crucial for action
recognition to capture motion information in video, which is
usually achieved by two kinds of mechanisms in the current
deep learning approaches: two-stream network [1] and 3D
convolutions [5,6,7]. Even though the two-stream network can
effectively improve the accuracy of action recognition through
the optical flow, it requires a lot of computing resources to
extract the optical flow. Although the 3D convolution can learn
motion features directly from the RGB frames, it also leads to
large network models and high computational cost.

Therefore, how to efficiently learn motion information has
been a crucial challenge in action recognition.

In everyday life, we can know the motion information of
the meteor, the fan and other things through the residual
shadow. Obviously, we acquire the motion information from a
certain moment of spatial information. Think about it the other
way. Can we use a 2D frame to characterize a complex
movement process? The optical flow can only reflect the speed,

and requires multiple pieces to characterize the non-linear
motion. Comics are a very successful case in point. A cartoon
can represent a wonderful fight by using a residual shadow.
The shadow in static cartoons can be well characterized in the
complex motion process. And temporal derivative (difference)
is highly relevant to optical flow [2], and has shown
effectiveness in action recognition by using RGB difference as
an approximate motion representation [3, 4].

In this paper, we propose a motion representation approach
based on RGB difference, termed as Directional Residual
Frame (DRF). The principle of DRF is similar to the shadow in
comics that turns the motion information into a static RGB
frame. First, we subtract two adjacent frames in the video with
absolute value to obtain residual frames [11]. Then, the residual
frames are binarized. During the binarization process, the
motion features are retained and the difference caused by the
brightness change is removed. Finally, the adjacent residual
frames are fused to form a residual shadow-like trajectory map.
As shown in Figure 1, our DRF is a good representation of the
trees moving to the right (the movement caused by the camera
movement) and the people running to the left.

Figure 1. The first 5 frames are consecutive frames in the video, and the
sixth frame is the corresponding DRF.

To demonstrate the effectiveness of the DRF, we performed
the experimental analysis using Temporal Difference Network
(TDN) [12] on the benchmark UCF101 [13], which is the state-
of-the-art method without optical flow and 3D convolution.
TDN is able to yield a state-of-the-art performance on both
motion relevant Something-Something V1 datasets [9] and
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scene relevant Kinetics datasets [10], under the setting of using
similar backbones[12].

The technical contributions of the paper are summarized as
follows:

1) To reduce the serious redundant calculation in video
understanding, we propose an effective compression approach
DRF that can turn the motion information into a static RGB
information by using the scarcity of residual frame, due to the
high similarity between adjacent frames. Optical flow requires
multiple stacks to react non-linear motion, whereas DRF
demands only one.

2) Based on the DRF, we propose a Short-term Residual
Shadow Module (S-RSM) to capture the motion information.

3) The experimental results show that compared with the S-
TDM in the state-of-the-art model TDN, our approach achieves
higher accuracy with fewer model parameters.

The rest of the paper is organized as follows. Section 2
proposes the concept and calculation process of the DRF, and
presents the S-RSM module based on the DRF; Section 3
describes the details of the experiments and evaluates the
effectiveness of our method on UCF101 benchmark; and
Section 4 concludes the paper.

II. DIRECTIONAL RESIDUAL FRAME

In this section, we describe the proposed DRF in detail.
First, we give an overview of DRF. Then, we elaborate the
calculation process of the DRF. Finally, we provide the
implementation details of using DRF in TDN.

A. Overview
Residual shadow is the most successful case that turns RGB

information into the motion information. Residual shadow has
both motion trajectory information and direction information.
So how to form a residual shadow from continuous frames is a
challenge. Our thoughts of addressing this include two steps, as
follows:

First, motion detection. In this step, the motion information
is extracted from the sequential RGB frame. Objects
undergoing spatial position changes in the image sequence are
presented as foreground (motion region).

Second, motion fusion. In this step, the motion information
extracted from the previous step is fused into a static RGB
frame where the motion region blurs with time, like residual
shadow.

Motion detection. The common methods for motion detection
are: background subtraction, temporal difference and optical
flow [17]. Both background subtraction and optical flow
require a lot of computing resources, which are contrary to
efficiency. Therefore, we adopt the temporal difference method
to extract the motion object. The temporal difference method
may mistakenly detect the area originally covered by the object
as moving, called Ghost, which is a problem with motion
detection. As shown in Figure 2, the area originally covered by
the moving object will be incorrectly detected into motion,
which is the Ghost. But Ghost will not be a problem here,
because it can be used effectively in motion fusion.

Figure 2. Motion Detection. The second and third frames are the two
consecutive temporal differences before the first RGB frame. The fourth
frame is (df1 + df2), the fifth is (2 * df2 + df1), and the sixth is the DRF,

where df1 is Frame 2, and df2 is Frame 3.

Motion fusion. Motion fusion is the core of the proposed
approach.

How to represent the direction of the movement is a crucial
issue. In Figure 2, although the fourth and fifth frame preserve
more motion traces with the scarcity of the residual frame,
there is not any temporal information (direction information).
The direction of motion is recognized with the aid of the
numerical growth direction. In DRF, objects move from dark to
light. From the sixth frame in Figure 2, it can be easily seen
through residual shadow that the trees are moving to the right.

Figure 3. Binary fusion. Every matrix of 5 * 5 represents a residual frame,
and the region of the matrix with an element value of 1 indicates the

foreground.

Another issue is how to preserve the complete information
in the motion fusion process. Although the residual frame is
scarce, the foreground of different residual frames may overlap.
The overlapping region of the foreground of two adjacent
residual frames is the Ghost of the latter residual frame. As for
more than two frames, the overlapping region will become
difficult to interpret. The overcoverage approach, where the
overlapping region takes the same value as the late residual
frame, would lose a lot of information. Our approach is
inspired by the binary coding to use the value-domain scarce
nature of the residual frame. Each number of pixel values
indicates an overlapping possibility. In Figure 3, the region
with an element value of 7 in the resulting matrix is the
overlapping region of 3 matrices; and the region with a value of
5 is the overlapping region of the first and third matrices.

B. The calculation process of the DRF
The template is used to format your paper and style the text.

All margins, column widths, line spaces, and text fonts are
prescribed; please do not alter them. You may note peculiarities.
For example, the head margin in this template measures
proportionately more than is customary. This measurement and
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others are deliberate, using specifications that anticipate your
paper as one part of the entire proceedings, and not as an
independent document. Please do not revise any of the current
designations.

The process of calculating the RDF is divided into three
steps. First, Temporal difference is employed to remove
background and acquire motion region. Then, the binarization
is adopted to remove the noise and obtain the scarce residual
frame. Finally, the DRF is obtained from the fusion of residual
frames.

Step 1: Residual frames

Residual frames contain more motion-specific features by
removing still objects and background information and leaving
mainly the changes between frames [11]. As shown in the third
frame in Figure 4, the movement region will be brighter than
the static areas.

The movement regions in the residual frame achieve
positive or negative values, which are highly correlated with
the pixel value of the background. The correlation can cause
the movement regions being either positive or negative in the
residual frame, thus failing to know the direction of the object.
In Figure 4, the Frisbee is white with values above the
background color, so it moves from the negative to the positive
area in the residual frame. But this direction of movement is
unreliable. Therefore, we utilize the absolute residual frame to
alleviate the interference of the pixel value of the background.
The issue of motion direction in the absolute residual frame
will be tackled in step 3.

Figure 4. The first three frames are adjacent frames, the fourth one is the
corresponding residual frame, the fifth one is the residual frame after the
absolute value, and the sixth one is a binarization of the fourth one.

Here we use Framei to represent the ith frame data, and
Framei~j denotes the stacked frames from the ith frame to the
jth frame. The process of obtaining residual frames can be
formulated as follows:

At this stage, the Residual frames is not a sparse matrix.
Influenced by the camera motion and light intensity changes,
the gray area is not all 0.

Step 2: Binarization

Binarization of the residual frames: 0 is used to represent no
change area, and 1 is used to represent change area. In the field
of image segmentation, there are a few algorithms [14] for
image binarization. In this paper, we adopt threshold method in
order to reduce the amount of computation as much as possible.

The formula is as follows:

(1)

(2)

Here ResFramei(x,y) is the image value of the coordinates
(x, y) in the ith residual frame. α and β are super parameters.
And n is the size of the ith residual frame.

a) Threshold withα= 1 andβ= 0

b) Threshold withα= 1 andβ= 0.05
Figure 5. Binarization. The “mean” in the images represents the mean of the
residual frames. The first chart of each row is the pixel value statistics chart,
the second is the residual frame, and the third is the binarized residual frame.

Since residual frame is a scarcity matrix, the mean value
tends to be below the minimum in the movement region. With
very small amplitude of motion, the mean may be lower than
the difference value caused by changes in light intensity. We
denote the minimum of the threshold byβ. Figure 5 illustrates
the effect ofβ on removing the background noise.

Step 3: Motion fusion. The higher the value is, the later the
event occurs.

The motion fusion of multiple binary residual frames
transforms temporal information into numerical information.
The higher the value is, the later the event occurs.

(3)

We accumulate the residual frames according to formula 3.
There may be overlaps between the differences of consecutive
residual frames. Various overlapping cases of n residual frames
will be mapped to the value 0~2n. The case with n=4 is shown
in Figure 6. In Figure 3, the region in the result matrix
corresponding to the motion region (value is 1) in the third

34



matrix should obtain the maximum value to indicate the
movement end point. But the value of overlapping region will
be greater than the last motion region. The brightest region
appears in the middle region of the motion trajectory, as in the
fifth frame of Figure 2.

Figure 6. The first four pictures are continuous residual frames after
binarization, and the last one is the DRF fused by the first four.

(4)

(5)

In Formula 4, the operator sets the non-zero element in the
matrix to 0 and the zero element to 1. Then, through Formula 5,
the value of the non-overlapping difference is doubled.

C. S-RSM with DRF
Based on the DRF, a Short-term Residual Shadow Module

(S-RSM) is proposed, as an improvement of the S-TDM in
TDN, as illustrated in Figure 8.

Temporal Difference Networks (TDN) is a video-level
architecture of capturing both short-term and long-term
information for end-to-end action recognition. TDN is
composed of a short-term and long-term temporal difference
module (TDM), as illustrated in Figure 7 [12]. In Figure 9, the
short-term TDM in TDN supply a single RGB frame with a
temporal difference to yield an efficient video representation,
explicitly encoding both appearance and motion information
[12].

In TDN, the stacks of difference frames are processed by
2D convolution, which can only capture limited motion
information and of which the main function is to calibrate the
moving area on the static image.

The DRF turns the action information into the static RGB
information by fusing multiple temporal difference frames. So
the model can capture the movement information by learning
the RGB information in the DRF. This feature of DRF is
beneficial to 2D convolutional networks to learn motion
features, so as to perform the task of action recognition even
better.

Figure 7. Framework of Temporal Difference Network (TDN). Based on the sparse sampling from multiple segments, TDN aims to model both short-term and
long-term motion information.
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Figure 8. Framework of short-term Residual Shadow Module with DRF

Figure 9. Framework of the short-term TDM.

III. EXPERIMENTS

In this section, we present the experiment results of the
proposed DRF. First, we describe the evaluation datasets and
implementation details. Then, we evaluated the effectiveness of
DRF on the state-of-the-art method TDN.

A. Datasets and implementation details
Video datasets. There are several commonly used datasets

for video recognition tasks. We mainly focus on the benchmark:
UCF101. UCF101 consist of 13,320 videos in 101 action
categories [13].

Training and testing. In experiments, we use ResNet50 to
implement TDN framework. Following common practice [15],
during training, each video frame is resized to have shorter side
in [256, 320] and a crop of 244 × 244 is randomly cropped. We
pre-train TDN on the ImageNet dataset [16]. The batch size is
128 and the initial learning rate is 0.02. The total training epoch
is set to 60 in the UCF101 benchmark. The learning rate will be
divided by a factor of 10 when the performance on validation
set saturates. For testing, the shorter side of each video is
resized to 256. We implement the kind of testing scheme: 1-
clip and center-crop where only 1 center crop of 244 × 244
from a single clip is used for evaluation.

B. Experimental Results
From the experimental results in Table Ⅰ, it can be found

that the beta of DRF taking 0.05 is a suitable value. The
binarized threshold as the mean has lower accuracy than the
other two schemes, which confirms the viewpoint we
mentioned in Section 2. With very small amplitude of motion,
the mean may be lower than the difference value caused by
changes in light intensity.

Since the residual frame is absolute, the beta of DRF is the
lower limit of the threshold. The accuracy of the beta of DRF

being 0.05 is higher than that of the beta of DRF being 0.1.
When the threshold is set too high, some important motion
information will be filtered out.

TABLE I. ACC OF DIFFERENT BINARIZATION PARAMETERS ON UCF101
BENCHMARK

Method Backbone Input
(S-RSM) Frames

Length
(DRF)

Alpha
(DRF)

Beta
(DRF)

Top-1
(UCF101)

TDN ResNet50 DRF 3 5 1.00 0.00 84.51%

TDN ResNet50 DRF 3 5 1.00 0.05 85.33%

TDN ResNet50 DRF 3 5 1.00 0.10 84.92%

From the experimental results in Table Ⅱ, it can be shown
that the frames of the DRF motion fusion is of length 5 in
UCF101 benchmark. When the DRF length is set to 3, the
reason for the decrease of accuracy is that TDN learns too little
action information, whereas it is set to 7 and 9, the reason for
the decrease of accuracy is that it is difficult for TDN to learn.

TABLE II. ACC OF DIFFERENT MOTION FUSION LENGTH ON UCF101
BENCHMARK

Method Backbone Input
(S-RSM) Frames

Length
(DRF)

Alpha
(DRF)

Beta
(DRF)

Top-1
(UCF101)

TDN ResNet50 DRF 3 3 1.00 0.05 84.29%

TDN ResNet50 DRF 3 5 1.00 0.05 85.33%

TDN ResNet50 DRF 3 7 1.00 0.05 84.48%

TDN ResNet50 DRF 3 9 1.00 0.05 84.48%

The results in Table Ⅲ show that the proposed TDN
outperforms the original model at sampling frames of 4 and 8.
With the sample frame of 4, our approach improves by nearly
1% over the original method; and with the sample frame of 8,
our approach improves by more than 1.2%.

TABLE III. ACC OF DIFFERENT MODULE ON UCF101 BENCHMARK

Method Backbone Input module Frames Pretrain Top-1
(UCF101)

TDN
(original) ResNet50 RGB +

difference S-TDM 4 ImageNet 84.97%

TDN
(original) ResNet50 RGB +

difference S-TDM 8 ImageNet 87.15%

TDN
(ours) ResNet50 RGB + DRF S-RSM 4 ImageNet 85.95%

TDN
(ours) ResNet50 RGB + DRF S-RSM 8 ImageNet 88.39%

From this set of comparative experiments, it can be
concluded that DRF contains better motion information than
the stacked residual frames. In [12], it has been shown that
TDN can reach the state-of-the-art level without the use of
optical flow and 3D convolution.

IV. CONCLUSION
To address the problem of serious redundant calculation in

video motion recognition, we propose the approach to
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squeezing the motion information into a RGB frame. The
principle of DRF is similar to the shadow in comics. The
shadow in static cartoons can be well characterized in the
complex motion process. DRF exploits the scarcity of residual
maps to fuse the motion information of multiple residual maps
into one spatial frame. In this way, it can learn motion
information as it learns about RGB information. Based on the
DRF, we propose S-RSM based on 2D convolution to capture
motion information. Through comparative experiments, we
verified that our approach has better performance than the
state-of-the-art model TDN in UCF101 benchmark.
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Abstract—Recently, social media has been widely used for people 

to discuss public opinions and share their views. Internet public 

opinions have attracted a lot of attention from the government, 

enterprises and the general public. How to properly analyze, 

utilize and guide these online opinions is an extremely important 

issue that the world is currently faced with, and the prediction of 

topic lifecycle trends is the key to solving this problem. This paper 

proposes a topic lifecycle trend prediction algorithm based on 

Facebook data. The algorithm takes into account the similarity 

between new topics and historical topics in terms of lifecycle curves 

and the similarity in terms of text content, finds a curve that can 

best represent the future lifecycle trend of new topics, and then 

effectively predicts the trend of new topics. It is helpful and 

meaningful to use this method in the early warnings and 

predictions of online public opinions and hot topics. 

Keywords-Public Opinions;Facebook; Hot topics; Trend 

prediction; Similarity; Lifecycle 

I. INTRODUCTION

Nowadays, social media has become an indispensable part of 
people's daily lives. According to the Digital 2020 July Global 
Statshot report released by We Are Social and Hootsuite [1], we 
know that there are now 3.96 billion social media users 
worldwide, accounting for about 51% of the world's total 
population. Therefore, social media is one of the most important 
ways to propagate and spread information. In those various 
social media platforms, there are many hot topics generated 
every day. These hot topics are significant carriers which contain 
focused information people pay attention to, and they are 
directly related to the size of the social influence triggered by the 
events. It is crucial to make good use of the information in hot 
topics. On one hand, the government can monitor and analyze 
hot topics to understand the trend of online public opinions and 
take corresponding measures in time, which is conducive to 
maintaining the long-term stability of society. On the other hand, 
enterprises can understand the needs of users through relevant 
hot topics to make business plans such as personalized 
marketing to some users. As a result, putting forward a method 
that can predict the trend and analyze the lifecycle of topics is of 
great importance. 

Facebook, as the world's most popular social media platform 
with over 2.6 billion monthly active users, has a plenty of topic 
data. In this paper, we use posts information from Facebook as 
our datasets, which include date, time, content and some other 
useful information. We first extract daily hot topics from 
Facebook daily posts, and then we use Jaccard Similarity 
algorithm to calculate the similarities between daily hot topics 

* DOI reference number: 10.18293/DMSVIVA23-105

and posts from other days by comparing their keywords in order 
to find those posts which are related to hot topics. Based on that, 
we use the number of relevant posts as the value of y-axis, dates 
as the value of x-axis to plot the lifecycle curve of each hot topic. 
Topics with similar lifecycle curves are merged into one cluster, 
which means all topics under the same cluster have similar 
trends. After that, we extract a centroid curve for each cluster to 
stand for the trend of the cluster. When a new topic comes, 
Dynamic Time Warping (DTW) algorithm is used to compute 
similarities between curves to find curves from all clusters that 
are most similar to the curve of new topic. From those topics 
which are similar in curve, we check if their contents are similar 
to the new topic as well. Considering similarity both in curve 
and in content, we can find one curve that best represents the 
future lifecycle trend of a new topic. 

On the basis of description above, this paper proposes a topic 
lifecycle trend prediction algorithm based on Facebook dataset. 
There is no doubt that we encountered many difficulties in this 
process, such as finding posts that are related to hot topics, 
complicate data cleaning, reducing the time complexity of 
algorithm operation to increase efficiency and so on. With the 
efforts of keeping trying and optimizing, we finally propose this 
method. The main contribution of this paper can be summarized 
as follows: 

⚫ We use the K-Shape algorithm to cluster time series data,

making topics with similar lifecycle curves into one cluster,

which allows us to effectively observe and analyze the

characteristics of different types of topic lifecycle, and

make effective trend predictions for new topics that have

similar curve characteristics to historical ones.

⚫ We use the DTW algorithm to calculate the similarity

between new topics and historical topics on the curve,

solving the problem that ordinary Euclidean distance

cannot compare the similarity of two unaligned or unequal

length sequences.

⚫ Considering the similarity of topics both in lifecycle curve

and in text content, we propose a method to predict topic

lifecycle trend.

The rest of the paper is discussed as the following order,

Chapter Ⅱ introduces the related work. In Chapter Ⅲ, we 

present the topic lifecycle trend prediction method. Chapter Ⅳ 

shows the experiments and evaluation. At last, conclusion and 

future work is discussed in Chapter Ⅴ. 
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II. RELATED WORK 

In 2007, Jiang, Yue [2]  made a study showing that early 

lifecycle data can be used to predict the fault-prone modules in 

a project. In 2012, Shota Ishikawa [3] designed a system 

detecting hot topics during a certain period of time and a method 

was proposed to reduce the variation of posted words related to 

the same topic, which provides a great contribution to AI 

services. In the same year, Rong Lu and Qing Yang [4] defined 

a new concept as trend momentum, which are used to predict 

the trend of news topics. Juanjuan Zhao [5] developed a model 

of short-term trend prediction of topics based on Sina Weibo 

dataset while the accuracy still needs to be improved when the 

trend of topic changes too frequently in 2014. More recently in 

2018, Abuhay [6] used NMF topic modeling method to find 

topics and implemented ARIMA to forecast the trend of 

research topics. Chaoyang Chen and Zhitao Wang [7] proposed 

a correlated neural influence model, which can predict the 

trending research topics among the research evolution of 

mutually influenced conferences in the same year. In 2021, 

Yumei Liu and Shuai Zhang [8] researched the use of blockchain 

technology in the financial field, utilized various kinds of 

methods like co-word analysis and bi-cluster algorithm to 

explore hot topics and predict the future development trend. In 

2022, a scientific research topic trend prediction model based 

on multi-LSTM and Graph Convolutional Network was 

proposed by Mingying Xu and Junping Du [9]. Compared to 

other baseline models, its experiment results showed an 

improvement on the prediction precision. 

III. TOPIC LIFECYCLE TREND PREDICTION METHOD 

Our goal is to build a topic lifecycle trend prediction 
algorithm model. Before that there are some necessary work to 
be done first, including hot topic extraction, finding topic-related 
posts, drawing historical topic lifecycle graphs, clustering and 
curve fitting based on lifecycle curve shapes. After all these tasks 
are completed, we calculate the shape similarity between topic 
lifecycle curves by using DTW algorithm. In the meantime, we 
calculate text content similarity based on keyword matching. 
Considering both shape similarity and text content similarity, we 
propose a topic lifecycle prediction method to predict the future 
lifecycle of new topics. The detailed flowchart is shown in Fig 
1. 

 

Figure 1.  Flow chart of topic trend prediction method. 

A. HOT TOPIC EXTRACTION 

In this paper, the data we used came from crawling the 

Facebook platform. We crawled some of the posts’ information 

of the Facebook platform from May 2020 to April 2021 as 

needed, a total of 100,535,793 posts with non-empty content.  

Since there are too many post contents in different 

languages, we cannot analyze all of them. Then we intend to 

study the posts’ information of only two languages this time, 

English and Chinese, by considering the number of language 

users, language popularity and some other factors. Thus, the 

first step is to identify Chinese and English posts, and then we 

perform tokenization. For Chinese lexical analysis, we use the 

tool called HanLP, and for foreign language lexical analysis, we 

use spaCy. Both HanLP and spaCy are commonly used natural 

language processing tools. Subsequently, keyword extraction is 

performed. A combination of lexical analysis, entity 

recognition, TF-IDF [10] and TextRank [11] algorithms are used 

to extract keywords, which can be classified by category as 

people, places, organizations, etc. Then the single pass 

algorithm is used to cluster the sentences in the post content 

based on keyword similarity, and the sentences with similar 

keywords are clustered into one class, that is, into one topic. 

Next, we need to give each topic a topic description to stand for 

the content of this topic. By achieving that, we extract the 

keywords of this topic, calculate the similarity between the 

keywords of the topic and the keywords of each sentence in the 

topic in order, and select the sentence with the highest similarity 

score and the shortest length as the topic description of this topic. 

Besides, we need to know each topic’s hotness to find hot topics. 

To reach this goal, the number of posts of each topic is taken as 

the topic's hotness. We choose the daily Top N topics with 

highest hotness value as the main topics of this study. Due to 

the presence of some advertising information in the extracted 
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hot topics, which are useless, it is experimentally concluded that 

when N=30 is chosen (N is not unique), a sufficient number of 

valid topics can be guaranteed. In this case, we extract the daily 

Top 30 hot topics for this study, and there are 9900 topics in 

total for eleven months. Because there is a possibility that a 

topic may be a hot topic for several days in a row, we are 

supposed to de-duplicate these 9900 topics and finally get 8359 

unduplicated topics, which are used as our historical topic 

library (including curves and text contents) for this study. These 

topics are like “President Donald Trump announced that he and 

first lady Melania Trump has tested positive for COVID-19”, 

“Joe Biden just overtook Donald Trump in Pennsylvania, where 

he’s now leading by 5,594 votes”. 

B. FINDING TOPIC-RELATED POSTS 

In order to study the lifecycle curve of a topic, we need to 
know how hot the topic is on a daily basis. Thus, we need an 
algorithm to find the statistics of the number of posts a topic has 
on a daily basis, as the daily hotness of the topic.  

By achieving this goal, we design a Topic-Finding-Posts 
algorithm. The algorithm performs keyword extraction from a 
library of posts to be searched to obtain keywords for each post, 
and then it calculates the Jaccard similarity coefficient score 
between the set of post keywords and the set of topic keywords 
to see if the post is similar to the topic or not. The higher the 
score, the more similar the two sets. Finally, it outputs the posts 
related to the topic.  

Due to the sheer volume of computing and the limitations of 
machine, we are unable to find posts related to a topic for an 
entire year. Given that hot topics are generally not hotter than 
three months, we set the lifecycle to three months, the month in 
which the topic is located, the month before and the month after. 
For example, if a hot topic is on July 3, 2020, we would look for 
posts related to the topic in June, July and August of 2020, which 
means it requires us to calculate the Jaccard similarity 
coefficient score between the set of post keywords in these three 
months and the set of topic keywords to find topic-related posts. 
The flow chart of this algorithm is shown in Fig. 2. 

 

Figure 2.  Flow chart of Topic-Finding-Posts algorithm. 

C. DRAWING HISTORICAL TOPIC LIFECYCLE GRAPHS 

This step is to draw lifecycle graphs of all historical topics to 
build the historical topic library needed for this study. According 
to Section A in Chapter Ⅲ, we know that there are a total of 8359 
unique topics. The Topic-Finding-Posts algorithm of Section B 
in Chapter Ⅲ is used to find posts related to these topics over a 
three-month period and the number is counted as the topic's 
hotness value. Using the topic's hotness value as the y-axis, the 
three-month span of time as the x-axis, and the topic description 
as the title, the lifecycle graphs of these topics are plotted and 
saved as a historical topic graph library, representing the 
lifecycle trends of hot topics that emerged during these eleven 
months. 

D. TOPIC LIFECYCLE CURVE SHAPE CLUSTERING BASED ON K-

SHAPE 

Based on the results of Section C in Chapter Ⅲ, we can 
obtain lifecycle graphs of thousands of historical topics. Since 
several hot topics appearing at the same time may be discussing 
the same thing, from this perspective they are actually one topic. 
For example, topic "Clay Middleton, ’03, joins President-elect 
Joe Biden’s transition team" and topic "Joe Biden just overtook 
Donald Trump in Pennsylvania, where he’s now leading by 
5,594 votes" appeared in November 2020 are both about the US 
election, and they are similar in terms of their lifecycle curves. 
These two topics’ lifecycle curves are shown in Fig 3. 

 

(a) Lifecycle curve of topic "Clay Middleton, ’03, joins President-elect Joe 

Biden’s transition team". 

 

(b) Lifecycle curve of topic "Joe Biden just overtook Donald Trump in 

Pennsylvania, where he’s now leading by 5,594 votes". 

Figure 3.   Examples of two topics that have similar lifecycle curves. 

In response to this case, we decide to cluster topics with 

similar lifecycle curves into one class and form a curve that 

represents this class as the lifecycle curve for this class. There 
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are several advantages of doing this. First of all, it reduces the 

amount of computation since we only take the curve that 

represents each cluster into account. Secondly, it may help 

reduce the errors caused by the Topic-Finding-Posts algorithm 

on the hotness value of the topic lifecycle graph. Thirdly, it can 

eliminate some noise. For example, some oddly shaped graphs 

that appear only once are not representative, indicating that they 

are not common hot topics and will most likely not appear again 

in the future, which is not helpful for prediction, and these 

outlier topics can be found and discarded through clustering. 

In this paper, K-Shape algorithm [12] is used for clustering, 

which is a clustering algorithm specifically for time series data 

and is concerned with similarity of shape. We use the tslearn 

package for clustering, which requires that the lengths of the 

different sequences should be the same. Thus, we cluster the 

curves by month, which ensures that the time series lengths of 

the lifecycle curves of topics in the same month are the same. 

In addition, we need to do feature scaling to bring all hotness 

values to the same magnitudes. To do this, we standardize the 

time series data by using z-normalization. Then, we use the 

normalized dataset to perform K-Shape clustering, where 

similar curves are clustered in one class and output centroid 

curves representing the lifecycle curves in this class. For 

example, the above lifecycle curves in Fig 3 are similar and can 

be clustered into one class, whose centroid curve is shown in 

Fig 4. 

 

Figure 4.   Example of centroid curve of a cluster (z-normalization). 

All centroid curves after clustering are collected as a 

historical topic graph library. When a new topic emerges, the 

shape similarity between the new topic and the curves in 

historical topic graph library can be compared to predict the 

future trend of the new topic. 

E. CALCULATION OF SHAPE SIMILARITY BASED ON DTW  

DTW (Dynamic Time Warping) [13] is a dynamic 
programming algorithm that calculates the similarity of two time 
series [14], especially those of different lengths. When a new topic 
has been around for a while, we use this algorithm to calculate 
the shape similarity between the lifecycle curve of the new topic 
at that point and the centroid curves in the historical topic graph 
library in turn, and rank them to get some historical topic curves 

that are most similar to the current new topic. This gives an 
indication of some possible future trend directions for the new 
topic. 

F. CALCULATION OF TEXT CONTENT SIMILARITY BASED ON 

KEYWORD MATCHING 

From Section D of Chapter Ⅲ, we can see that we have 
successfully clustered topics with similar lifecycle curves and 
obtained the centroid curves representing each category of topics. 
Next, we perform keyword extraction for each category of topics 
to learn the main textual content. The Jaccard similarity 
coefficient score between these topic keywords and the new 
topic keywords are calculated in turn and ranked to find the 
curves of historical topics that are most similar to the new topic 
in terms of textual content. This gives an indication of some 
possible future trend directions for new topics when considering 
similarity in text content. When a new topic has just come out 
and there is no obvious curve, text content similarity can be 
considered to use to solve the cold start problem, but only for 
reference, as similar text content does not mean that the trend is 
similar. 

IV. EXPERIMENTS AND EVALUATION 

A. TOPIC TREND PREDICTION 

Following the order in Chapter Ⅲ, we first extract the daily 
hot topics from the training set, then use the Topic-Finding-Posts 
algorithm to find the topic-related posts in a three-month cycle 
(here we set the similarity threshold of 0.45, if the Jaccard 
similarity coefficient score is greater than the threshold, the post 
is considered relevant to the topic). After that, we count the 
number of daily posts as the hotness to draw the lifecycle curve 
of the topic, and similar curves are clustered. Next, the DTW-
based shape similarity calculation is performed on the clustered 
centroid curves and the test topic curves, and it is tested that 
when the similarity distance is less than 3.4, the trends of the two 
topics are similar. At the same time, the text content similarity 
calculation based on keyword matching is also performed (here 
the similarity threshold is also 0.45, and when the similarity is 
greater than 0.45, the text contents of the two topics are similar). 
Based on these experiments, historical topics that meet all the 
above conditions are considered similar to new topics, and their 
lifecycle trends can be used as a prediction of future trends of 
new topics. Let’s take an example (see Fig 5), when the test topic 
“Trump's dream is America's dream, Biden's dream is China's 
dream, Ivanka says” shows a lifecycle trend (see Fig 5. a, the 
part of the diagram within the dotted line), we can get three 
similar curves from historical topic graph library by only 
considering shape similarity (see Fig 5. b c d). Then we consider 
text content similarity, only one curve meets all the conditions at 
the same time, which is the second one of the three predictions 
(see Fig 5. c). Then we get our predicted trend curve for the test 
topic. 
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(a) 

 

(b) 

 

(c) the right one 

 

(d) 

Figure 5.   Topic trend prediction experiments. 

B. CLUSTERING EFFECT EVALUATION – SILHOUETTE 

COEFFICIENT 

We use the Silhouette Coefficient as the effect evaluation 

index of this K-Shape clustering. The Silhouette Coefficient is 

a useful metric for evaluating clustering performance. It is 

computed by using mean distance between data points in the 

same cluster (cohesion) compared to the mean distance between 

data points in other clusters (separation) [15]. The calculated 

score ranges from -1.0 to 1.0. The higher the score, the better 

the clustering effect. To make the score computable, there have 

to be at least two clusters. 

Assume that the data have been clustered into k classes. For 

data point 𝑥(𝑖) ∈  𝐾  (K is the cluster containing all the data 

points 𝑥(𝑖) ), 𝑎𝑥(𝑖) is the mean distance between 𝑥(𝑖) and every 

data point in the cluster K, 𝑏𝑥(𝑖) is the minimum mean distance 

between 𝑥(𝑖) and every data point in other clusters that is not a 
member of K. The calculation  [16] of the Silhouette Coefficient 

of 𝑥(𝑖) , the Silhouette Coefficient of each cluster, and the 
Silhouette Coefficient of all clusters can be shown as in (1), (2), 
and (3), respectively. 

𝑆(𝑥𝑖) =
𝑏𝑥(𝑖)−𝑎𝑥(𝑖)

𝑚𝑎𝑥(𝑎(𝑥(𝑖),𝑏𝑥(𝑖))
                              (1) 

where  

𝑥(𝑖) = data point in the cluster, 𝑖 = 1, 2, 3, . . . , 𝑛, 

𝑎𝑥(𝑖) = the mean distance between 𝑥(𝑖) and every data point in 

the cluster K, and 

𝑏𝑥(𝑖) = the minimum mean distance between 𝑥(𝑖) and every 

data point in other clusters that is not a member of K. 

𝑆𝑚 =
1

𝑛
∑ 𝑆(𝑥𝑖)

𝑛

𝑖=1
                                (2) 

where  

m = the number of the cluster, and  

n = the number of data points in the same cluster. 

𝑆𝑎𝑣𝑔 =
1

𝑘
∑ 𝑆𝑚

𝑘
𝑚=1                                 (3) 

where 

k = number of all clusters. 

We take the data of November 2020 as an example and 

cluster out ten classes as shown below (see Fig 6), where the 

red line represents the centroid curve of each class with a 𝑆𝑎𝑣𝑔 

of 0.5162703634739744. The results tell us that the clustering 

works well. Data from other months are treated in the same way. 

 

Figure 6.   Clustering results of the data of Nov 2020(normalized). 

C. PREDICTION EFFECT EVALUATION 

According to the clustering results of Section B in Chapter 

Ⅳ, we can briefly classify the type of clustering into short 

lifecycle class topics and long lifecycle class topics. The short 

ones refer to as above cluster 8, 9, 10, suddenly appeared to 

reach the peak and then the hotness immediately dropped and 

disappeared, mostly for some sudden events whose whole 

duration is just a few days. While the long ones are like cluster 
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5, 6, 7, whose hotness duration is long enough. They are usually 

serious events that need to be widely discussed. In this paper, 

we use the data of test set (120 topics in Jul 2021) as a collection 

of new topics. This method performs well on the test set, and 

the accuracy can reach 90%. For those test topics that are 

incorrectly predicted, we can see that there has not been a curve 

in the historical topic graph library similar to the curve of these 

test topics and there are no similar keywords in the text content 

either. In response to this situation, we add the lifecycle curves 

of these incorrectly predicted topics into the historical topic 

graph library to enrich it, so that these unmatched curves can be 

matched in the future. 

V. CONCLUSION AND FUTURE WORK 

This paper proposes a topic lifecycle trend prediction 

algorithm based on Facebook data, which integrates shape 

similarity and text content similarity, and the results are more 

accurate than considering only shape similarity or only text 

content. The experimental results also show that the method is 

effective, but there are still some shortcomings that need to be 

improved.  

1. For topics or lifecycle curves that have not appeared in 

history, it is impossible to make effective predictions, and 

the possible solution is to continuously expand the 

historical topic library to cover as many topics and curves 

as possible. 

2. Because of the large amount of data, some topics have a 

very long lifecycle and the complete curve cannot be 

obtained. The algorithm can be optimized later to improve 

the running speed so that the complete lifecycle curve can 

be reached. 

3. For shape similarity, the new topic needs to have a long 

enough lifecycle curve (to cover local or global features) 

to determine whether two topics are really similar by shape 

similarity calculation. 
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Abstract

Paper-dependent companies spend most of their time or-
ganising and searching for documents, such as invoices,
contracts, and budgets. To carry out those tasks, fidu-
ciaries, insurance brokers, and other companies are pio-
neering Document Management Systems (DMSs). However,
there is currently no DMS that allows the classification, un-
derstanding, and reasoning of a bundle of documents de-
livered by customers, and that helps companies create cus-
tomer profiles to make better and faster decisions. Our pro-
posal aims at easing the tasks of companies dealing with
administrative documents of different kinds. We propose a
semantic rule-based approach that permits to recognise and
classify customers’ documents, as well as to reason over
those documents and create customer profiles based on the
extracted information. We provide and discuss a case study
grounded on the Swiss tax declaration. We developed a full
Swiss tax ontology composed of 241 classes, as well as 120
semantic reasoning rules fully validated on the minimum set
of administrative documents necessary to fill the Swiss tax
declarations. Our approach automates activities related to
the management of administrative documents, the profile of
their clients, and the administrative documents they must
deliver.

Index terms— Automatic Document Processing, Data
Management Systems, Knowledge Graph-based Approach,
Reasoning Engine

1. Introduction

Metadata-driven document management platforms have
drastically simplified the work of document-dependent
companies in the past decade. They enable professionals
to find the right information, automate business processes,
and enforce information control in any environment. Ef-
ficient management of documents is crucial not only for

the optimal finding and use of documents but also for an
effective and efficient work organisation. Gorelashvili et
al. [5] note that in the legal sector, automated document
management is essential to improve and streamline the way
lawyers manage their practice. Document Management
Systems (DMSs) ensure that documents are easily acces-
sible, well-organised, and protected. Abbassova et al. [1]
share the same opinion. They highlight the beneficial ef-
fects of DMSs on workflow forms, by automating the rout-
ing of documents between people, eliminating bottlenecks,
and optimising business processes. They highlight the ben-
efits of DMSs on the workflow assuming that the DMSs
ensure more accurate organisation of business processes
within the company through effective management and sup-
port the quality system in line with international norms, as
well as efficient storage, management, and access to infor-
mation and knowledge. However, the DMSs structure raises
issues regarding the quality and completeness of the infor-
mation sought, as the information is processed according
to metadata. DMSs solutions either have considerable ac-
tivation processes – and the associated fees – or are not
well-suited for industry-specific professions. Also, since
most solutions are business-based, there are currently no
solutions for automating access to critical documents for
individual consumers. There is not yet a DMS that al-
lows the classification, understanding, and reasoning of cus-
tomers’ documents, automatically processing a bundle of
customers’ documents and creating a customer profile, in
compliance to regulations. Tax declarations or insurance
brokerage-related documents are still manually processed,
transferred by e-mail or via consumers’ cloud platforms.

This paper proposes a semantic rule-based approach for
RDF-based DMSs. We designed a rule-based process that
dynamically builds, reasons, and takes into account users’
profiles and underlying regulations. This process is based
on the information extracted from the documents users pro-
vide. Based on ontology capturing Swiss tax declaration,
we designed rules on which the SHACL-based reasoner
runs to derive inferences from the asserted RDF triples of

DOI reference number - 10.18293/DMSVIVA23-034

44



various tax households. A more detailed description of the
approach can be found in the technical report [3].

The remainder of the paper is organised as follows. Sec-
tion 2 provides an overview of existing approaches related
to the DMSs. Section 3 describes the proposed approach
and a case study. Section 4 shows our rule-based method-
ology. The SHACL-based implementation of the rules and
their execution is shown in section 5. Finally, section 6 pro-
vides the evaluation of the defined rules, and Section 7 con-
cludes the paper.

2. Related work

To handle the variety of documents written in different
formats within an automated process, some works propose
a semantic management approach for heterogeneous doc-
uments through the use of ontologies. They formalise the
structure and interrelations of individual document types.
These approaches monitor the process, take care of the var-
ious dependencies between documents, analyse the conse-
quences of the changes made in one document on other doc-
uments, and engineer the synchronisation steps necessary to
obtain a consistent document collection.

Motta et al. [8] propose an ontology-driven approach to
enrich documents. This approach enables the development
and integration of formal knowledge models with archives
of documents. It extends what is currently available us-
ing “standard” information retrieval and search facilities
by providing intelligent knowledge retrieval and additional
knowledge-intensive services.

Fuertes et al. [4] developed an ontology for DMS con-
cerning the construction field. The ontology aims at classi-
fying documents along the life cycle of the research project,
decreasing the interoperability and information exchange
issues, establishing a hierarchical structure of the different
areas that conform to the lifecycle of such projects, and fi-
nally enabling an interrelated system between these areas.

Doc2KG is a framework that provides a continuous con-
version of open data to a knowledge graph, exploiting the
existing domain ontology standards. The system handles
the initial conversion of a DMS to a knowledge graph and
supports the perpetual population of the created knowledge
graph with new documents. The authors rely on a com-
bination of NLP techniques to facilitate the information ex-
traction and on constraint-solving techniques for knowledge
graph creation and manipulation [12].

The Semantic Document Management System (SDMS)
leverages a semantic approach for managing the lifecy-
cle of semantic documents, from their authoring and pub-
lication to archival. The system allows defining docu-
ments as composite resources with document content units
that are uniquely identified and semantically annotated.
One relevant feature of the SDMS is the ability to share

and exchange the document contents and semantics by the
users [10].

Several other research deal with an SDMS and some of
them cover relevant aspects of document modelling. How-
ever, none of them relies on semantic rules. For example,
Yen-Hsien Lee et al. [7] develop a domain-specific ontology
to support automatic document categorisation. The ontol-
ogy includes a complete and detailed hierarchy of concepts
that are used to represent documents related to information
systems and technology as a set of concepts with relative
weights. While scholars recognise the advantages of using
an ontology with classes in terms of interpretability and un-
derstandability of classification decisions, no reference is
made to the definition of semantic rules to make the use of
the ontology more flexible. Sheng et al. [11] propose the use
of ontology in the context of e-governance to model govern-
ment data and create a semantic environment for managing
government information. They present a semantic-based e-
government system structure and use OWL as an ontology
description language, which aims to provide the basis for
data sharing and analysis. The authors detail the concep-
tual entity, conceptual property, and relationship between
concepts that correspond respectively with class, property,
and axioms in the OWL language. However, they do not
model semantic rules to define constraints and restrictions
on the data, ensuring that they are consistent with the onto-
logical structure they have defined, or to exploit their rea-
soning power.

3. General approach

We propose a semantic rule-based approach for helping
companies process (e.g. administrative) documents for their
customers. Our proposal addresses the following research
questions:

A) How to classify and multi-label a document based on
extracted information providing its key features?

B) How to build and update clients’ profiles based on
the documents provided and the information extracted
from those documents?

C) How can a reasoning process determine which docu-
ments the customers must deliver based on their pro-
files?

3.1. Case study

In this paper, we focus on the households’ Swiss tax
declaration, and the documents required to fill the tax dec-
larations. We limit our case study to private households
profiles composed of a single person, a widow/er, cou-
ples, households with or without children or any other de-
pendent people, retired, or working. We also limited our
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case study to the minimum set of administrative documents
necessary to fill the Swiss tax declarations of the house-
holds described above, namely: yearly revenue, bank state-
ments, health insurance policies and benefits, and family
allowances, concerning every household member. We have
included the health insurance statements as they are manda-
tory in Switzerland and anybody must provide them for tax
declaration purposes.

We consider a scenario of a tax household consisting of
two working parents with children. As each parent is em-
ployed, data is extracted from their two salary certificates.
The data extraction process identifies the main features of
the document that are necessary conditions for a document
to be classified as a salary certificate. In response to the
first research question, rules are applied to classify the doc-
uments as salary certificates based on the extracted features.
The system then assigns a double tag of “Tax” and “Income”
to the salary certificates. In response to the second research
question, the system profiles the two parents as employees.
Finally, in relation to the third research question, the system
identifies other necessary documents that the two parents
and their children must provide, such as health insurance.

3.2. Global workflow and architecture

Figure 1 depicts the global overview of the workflow
of our approach, whose detailed description can be found
in [3]. Such an architecture is composed of three modules:
(i) actual documents (native PDFs or scanned documents)
are processed through a Document classification and infor-
mation extraction module. This module generates JSON
files for each document, identifying its class (e.g., health
insurance policy), as well as specific information extracted
from the document (e.g., date, amount); (ii) assuming that
the documents are identified as being part of the bundle of
documents belonging to a specific tax household, the infor-
mation extracted from the documents is also used to feed
JSON files profiles of the household and its various mem-
bers (e.g., widow/er, child, etc.); (iii) JSON information is
then mapped to RDF by the Reasoning, Labelling and Pro-
files updates module, using an ontology for Swiss tax decla-
ration, as well as people profiles. This module also contains
a semantic rule-based reasoner, which serves on the one
hand to update the profiles’ information (e.g., health insur-
ance policy for a new child means that child must be added
to the household, possibly changing the household profile
from couple without children to couple with children), and
on the other hand to identify any missing document, based
on the existing profiles, of the household (e.g., health policy
or benefits are missing for a person identified as being a part
of the household).

The details of the Reasoning, Labelling, and Profiles up-
date module are the followings: (i) an ontology of the Swiss

tax declaration terms and documents, based on actual of-
ficial tax declaration legal documents and on actual docu-
ments needed to fill the tax declaration. The ontology de-
fines concepts such as tax household, tax sections, docu-
ments, people, as well as profiles; (ii) the rules, defined for
documents validation, updating the profiles based on new
information, identifying missing documents (e.g. not pro-
vided in the bundle), and labelling documents; and (iii) the
RDF data mapped from the JSON files (actual data) that
contain information extracted from the documents using an
information extraction process.

4. Rule-Based Methodology

We develop our semantically enriched DMS by design-
ing semantic rules addressing the points A), B), and C) of
Section 3.

Classification and multi-labelling rules. One or more
label is assigned to each document to allow automated or-
ganisation of the documents into several predefined cate-
gories. Table 1 shows a Salary Certificate document as be-
ing multi-labelled as both a Tax and an Income document.

Customer profile rules. Infer the users’ profile by
analysing the documents they provided (Document → User
Profile). We refer to them as direct rules. Table 1 shows
that if a user delivers a Salary Certificate, then the user is
tagged as being an Employee.

DOCUMENT −→ LABEL
Salary Certificate tagged as Tax
Salary Certificate tagged as Income

DOCUMENT −→ USER PROFILE
User delivers Salary Certificate User is an Employee
User delivers Health Insurance Policy User is an Person

USER PROFILE −→ DOCUMENT
Employee has to deliver Salary Certificate
Person has to deliver Health Insurance Policy

Table 1: Examples of the defined rules

Documents delivery rules. Infer which documents
match the profile of the clients (User Profile → Document).
We qualify these rules as inverse rules. Table 1 shows that
if a Person is tagged as Employee, then he/she must deliver
a Salary Certificate. Additionally, any Person must deliver
a Health Insurance Policy document.

5. Implementation

We implemented the aforementioned rules as inference
rules using the SHACL language [6] – a W3C standard de-
veloped by the RDF Data Shapes Working Group for RDF
graph validation1. It is a highly expressive language that lets

1RDF Data Shapes Working Group Charter, 2017, https://www.
w3.org/groups/wg/data-shapes/charters
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Figure 1: Overview of the global workflow as presented in [3]

its users write conditions, called shapes, that an RDF data
graph must satisfy. In addition to the validation features,
it also provides constructs for writing data transformations
and inference rules through the SHACL Advanced Features
vocabulary [2].

We created an ontology using Protégé [9] to represent the
Swiss tax vocabulary. The ontology creation has been sup-
ported by extracting the domain’s terms from the tax guide
2020 of the Geneva canton. Such an ontology defines a
common vocabulary that will be used throughout the pro-
cess to describe the documents and user profiles. As the
system will be used in connection with tax declarations, tax
items are also represented. Therefore, it defines classes for
representing administrative and tax documents (e.g., salary
certificates, bank account statements, health insurance, fam-
ily allowances, etc...), and the users’ profiles (e.g., married,
single, in cohabitation, widow/er, divorced, separated, em-
ployee, self-employed, etc...). The ontology is composed
of 241 classes, 24 data type properties, 615 axioms, and 15
object properties. Further information on the ontology can
be found in [3].

After defining the ontology, we stated 92 property shapes
and three sets of semantic rules (discussed in Section 3) re-
sulting in a total of 120 rules, which included 78 multi-label
rules, 21 customer profile rules, and 21 document delivery
rules [3].

⋄ FIRST TASK: A) Classification of documents

For each document a user may deliver, we identify its
sine qua non elements. For instance, a Salary Certifi-
cate must include the following elements containing in-
formation about the person: employee’s surname and
first name, employee’s address, employer, net and gross
salary, etc... We then define a SHACL shape for each
document type with the relevant elements the document
must contain. Each element is represented as a SHACL
property shape. For instance, as shown in Listing 1, a

Salary Certificate document must contain: the employee’s
surname (impots:PersonSurnameShape) and first
name (impots:PersonFirstNameShape), one and
only one Employer (property named “EmployerProper-
tyShape”), and the amount (impots:AmountShape).
By using such a SHACL shape, we can run a validation pro-
cess that validates (or does not) the document as of the cor-
responding type. This can also be interpreted as “if the doc-
ument contains all the sine qua non elements, namely the
validation is positive, then it belongs to the specific class”
and thus is assigned with that class.

impots:SalaryCertificateShape
rdf:type sh:NodeShape ;
sh:property [

sh:path impots:employer ;
sh:minCount 1 ;
sh:maxCount 1 ;
sh:class impots:Employer ;
sh:name "EmployerPropertyShape" ;

] ;
sh:property impots:AmountShape ;
sh:property impots:PersonSurnameShape ;
sh:property impots:PersonFirstNameShape ;
sh:targetClass impots:SalaryCertificate ;

.

Listing 1: Relevant features of a Salary Certificate docu-
ment represented as SHACL shapes

⋄ SECOND TASK: A) Multi-labelling documents

Multi-labelling rules assign one (or more) label to each doc-
ument. By using the assigned labels, the documents can
then be automatically organised into predefined categories.
We define such rules as SHACL inference rules. Their exe-
cution generates inferred triples of the form:

< document impots:tag label >
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where document is the RDF individual of the document
that is being labelled; impots:tag is a data property, de-
fined in the ontology, for assigning the label to a document;
and label is a string literal (xsd:string) containing
the actual text value of the label. Listing 2 shows a rule
labelling a document of type SalaryCertificate as
both a tax document (“Tax” label) and an income document
(“Income” label).

impots:SalaryCertificateShape
rdf:type sh:NodeShape ;
sh:rule [

rdf:type sh:TripleRule ;
sh:subject sh:this ;
sh:predicate impots:tag ;
sh:object "Tax" ;

] ;
sh:rule [

rdf:type sh:TripleRule ;
sh:subject sh:this ;
sh:predicate impots:tag ;
sh:object "Income" ;

] ;
sh:targetClass impots:SalaryCertificate ;

.

Listing 2: SHACL inference rule for labelling a document
of type SalaryCertificate

In case there exist any triples in the data graph that ful-
fil the following conditions: (i) there exists a document
(:documentX) in the data graph, and (ii) such document
is of type SalaryCertificate (:documentX rdf:type
impots:SalaryCertificate), therefore the execu-
tion of the rules shown in Listing 2 infers new triples shown
in Listing 3.

:documentX impots:tag "Tax" .
:documentX impots:tag "Income" .

Listing 3: Triples inferred by the inference rule shown in
Listing 2

⋄ THIRD TASK: B) Customer profile rules

As the multi-labelling rules, the customers’ profile rules are
defined as SHACL inference rules. Listing 4 shows an ex-
ample of such rules. Contrary to the example previously
shown, where the targeted documents were all the RDF in-
dividuals of a defined class, this example shows an extended
targeting condition expressed using the SPARQL language.

impots:SalaryCertificate_Employee-Shape
rdf:type sh:NodeShape ;
sh:rule [

rdf:type sh:TripleRule ;
sh:object impots:Employee ;
sh:predicate rdf:type ;
sh:subject sh:this ;

] ;
sh:target [

rdf:type sh:SPARQLTarget ;
sh:prefixes impots: rdf: ;
sh:select """

SELECT ?this
WHERE {

?sc rdf:type
impots:SalaryCertificate .

?sc impots:recipient ?this .
?this rdf:type impots:Person .

}
""" ;

] ;
.

Listing 4: SHACL direct rule inferring the Employee profile
of a Person from the provided SalaryCertificate

The execution of the direct rule defined in Listing 4 in-
fers new triples of the form:

< person rdf:type impots:Employee >

where person corresponds to the specific RDF individual;
rdf:type is the property used to state that a resource is
an instance of a class; and impots:Employee is the in-
ferred class to which person belongs.

⋄ FOURTH TASK: C) Documents delivery rules

Listings 5 and 6 show examples of user profile rules.

impots:EmployeeShape
rdf:type sh:NodeShape ;
sh:rule [

rdf:type sh:TripleRule ;
sh:subject sh:this ;
sh:predicate impots:delivers ;
sh:object impots:SalaryCertificate ;

] ;
sh:targetClass impots:Employee ;

.

Listing 5: SHACL inverse rule inferring the need for an
Employee profile to deliver a SalaryCertificate

The execution of the rule defined in Listing 5 infers new
triples of the form:

< employee impots:delivers
impots:SalaryCertificate >

which means that any Employee must deliver a SalaryCer-
tificate. The execution of the rule defined in Listing 6 infers
new triples of the form:
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impots:PersonShape
rdf:type sh:NodeShape ;
sh:rule [

rdf:type sh:TripleRule ;
sh:subject sh:this ;
sh:predicate impots:delivers ;
sh:object impots:HealthInsurance ;

] ;
sh:targetClass impots:Person;

.

Listing 6: SHACL inverse rule for inferring that a Person
profile needs to deliver a Health Insurance

< person impots:delivers
impots:HealthInsurance >

which in turn means that any Person must deliver a Health-
Insurance policy document.

6. Evaluation

Concerning the evaluation of our approach we define two
aspects:

⋄ the performance of the information extraction process,
which is addressed by precision, recall, and accuracy;

⋄ the validation of the reasoning rules, which identifies
missing documents or updates profiles in all cases.

Our use cases and tests are limited to a small set of doc-
uments, and the rules strongly depend on the quality of the
information extraction process. Our aim with this work is
to provide a proof of concept for the semantic-based ap-
proach, assuming the information is properly extracted from
the documents. A more complete solution would need a
larger dataset in order to be able to test all potential rules, as
well as a thorough evaluation of the information extraction
component.

Our focus is on the second aspect of the evalua-
tion. Therefore, we validated all the rules regarding the
points A), B) and C). Our technical report [3] provides a
complete discussion of the rules validation. For testing pur-
poses, we created synthetic data for various households and
added them to a local RDF graph loaded into TopBraid
Composer2. We used those data for testing the inference
rules presented in Listing 2, 4, 5, and 6.

6.1. Evaluating multi-labeling rules

As we can see in Figure 2, the execution of the
rules shown in Listing 2 infers two new triples that as-
sign the two labels “Income” and “Tax” to the individual

2https://www.topquadrant.com/

impots:SalaryC12.3.334 which is of type SalaryC-
ertificate.

Figure 2: Inferred triples that assign two labels to a docu-
ment of type SalaryCertificate

6.2. Evaluating users profile rules

We defined two individuals impots:ZolaGiovanna
and impots:Ladoumegue Jules. We assume that
impots:ZolaGiovanna delivered a SalaryCertificate
document. Based on the direct rule defined in Listing 4,
since impots:ZolaGiovanna delivered such a certifi-
cate, the rule infers she is an Employee. Figure 3 shows the
inferred triples.

Figure 3: The result of the execution of direct rules on an
individual that delivered a document of type SalaryCertifi-
cate

Conversely, we defined
impots:Ladoumegue Jules as an Employee. There-
fore, according to the inverse rule defined in Listing 5,
the execution infers that since he is of class Employee, he
must deliver a SalaryCertificate document. According to
Listing 6, since he is also a Person, he needs to provide
a HealthInsurance policy document. Figure 4 shows the
mentioned inferences.

Figure 4: The result of the execution of inverse rules on an
Person with an Employee profile

7. Conclusion and future work

In this paper, we have presented a semantic rule-based
approach for a semantically enriched DMS. The adoption
of such an approach would ease performing tasks such as
administrative document management, user profiling, and
profiling-related ones. As depicted by Figure 1, the work
presented in this article is a module that may be integrated
into a wider solution.

In summary, we implemented a proof of concept based
on the SHACL language as well as a functional prototype

49

https://www.topquadrant.com/


that is rather complete on the reasoning, labelling, and pro-
filing module. The implementation still needs to be vali-
dated on a large dataset of documents. We focused on the
validation of the semantic-based reasoning rules.

Future work will take into account the dynamicity of the
profiles (a person’s profile might change over time) as well
as the integration of such a module into a wider DMS ser-
vice.
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Abstract

In recent times, numerous models tried to enhance the
performance of Transformer on Chinese NER tasks. The
model can be enhanced in two ways: one is combining it
with lexicon augmentation techniques, the other is optimiz-
ing the Transformer model itself. According to research,
fully connected self-attention may scatter the attention dis-
tribution, which is the reason for worse performance of the
original Transformer with self-attention. In this paper, we
attempt to optimize the Transformer model especially atten-
tion layer. Therefore, a novel attention mechanism, Dilated
Shift Window Attention, is proposed to address this prob-
lem. By using Window Attention, this method improves the
model’s capacity to deal local information, meanwhile, the
model can still manage long text and long-distance depen-
dencies owing to the Window Dilatation mechanism. Exper-
iments on various datasets also show that DSWA replacing
fully connected self-attention improves the model’s perfor-
mance on the Chinese NER task.

Keywords— NLP, Chinese NER, Transformer, Window
Attention, Self-attention

1. Introduction

Named entity recognition (NER)[1], an upstream task of
natural language processing (NLP)[2], tries to extract enti-
ties from the original input text, such as names of people,
places, and organizations, etc. It plays an integral role in
many downstream NLP tasks.

Transformer[3] has recently excelled at other NLP tasks
such as text translation, but in the domain of Chinese NER,
the Transformer with self-attention produces unsatisfac-
tory results. As a result, it is more frequently used in
combination with other approaches or models. Compar-
atively speaking, a number of models based on CNN[4]
or LSTM[5] have produced favorable results, especially

BiLSTM+CRF[6] has been a proven NER solution in daily
applications since its stability.

The majority of NLP tasks require researchers to
broaden the model’s receptive field in order to understand
the semantics of sentences or paragraphs. This is also the
reason why models are excel in addressing long text com-
prehension or long distance dependency. A good example
is the self-attention mechanism, which, by calculating the
attention of the entire vector sequence, enables the model
to effectively perceive a wider range of data. But never-
theless, entities, the recognition targets for NER task, fre-
quently appear in the text as a short neighboring sequence
like a word or phrase. It is crucial to put more attention to
local areas of various ranges and understand the semantics
of sentences as well. For example in Figure 1, two entities
occupy only a small part of the sentence, attention in local
areas may handling them well. Meanwhile, both of them
contain the same word ”Zhongshan”, the first one is a per-
son name and the second one is a place, in order to discrim-
ination, model need the ability to understand the semantics
of sentences. As a result, the self-attention that acting on
the entire vector sequence may good at understanding, but
weak in processing such local information, which may be
the reason why the Transformer model with self-attention
does dissatisfiedly on Chinese NER task.

Figure 1: An Example of Chinese NER

In this paper, Dilated Shift Window Attention (DSWA), a
novel attention approach, is proposed to solve the following
issues. We investigated the reason why Transformer models
with self-attention perform poorly on Chinese NER tasks.
Additionally, we argue that the superior local information

10.18293/DMSVIVA2023-106
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perception capacity of LSTM and CNN, compared to Trans-
former, make them more suitable for Chinese NER tasks.
The new attention approach aims to improve the model’s
perception of local information while preserving as much
of its capacity for long texts as possible. The effectiveness
of this novel attention mechanism in enhancing the model’s
performance on the Chinese NER problem was empirically
confirmed.

2. Related Work

2.1. LSTM

The Long-Short Term Memory Network (LSTM), which
excels at handling serialized input and has had success in
NER tasks. LSTM uses a gate mechanism to parse text as
a sequence. Each cell in model processes a character while
gathering data from the prior context.

Zhang proposes the lattice-LSTM[7] for the Chinese
NER task, which enhances the adaptability of the LSTM
model for the Chinese NER task through including lexi-
con information into the character-level LSTM model and
adding an additional cell to encode lexicon information.
However, the way the model introduces lexicon information
reduces its parallelization efficiency. Hence, Liu proposed
the WC-LSTM[8] in an effort to make improvements, so
that the lexicon representation brought in for each character
is static and stationary, improving the model’s paralleliza-
tion capability.

Furthermore, compared to self-attention, this method is
able to process nearby contextual data more effectively. As
a result, the LSTM and Transformer in conjunction can
supplement the self-attention’s ability to comprehend local
information[9].

2.2. CNN

In the Chinese NER task, convolutional neural network
(CNN) and its modifications also perform well. When deal-
ing with brief text sequences like entities, CNN has a dis-
tinct advantage due to its high local information sensing.
When applied to the Chinese NER task, CNN is enhanced
by the external lexical information, meanwhile adjusting the
weights of various words using the feedback layer; this is
the LR-CNN[10] proposed by Gui. As a result, this could
satisfactorily handle the issue of conflicting lexical informa-
tion caused by sentence breaks.

On the other hand, an effort is made to maintain the bene-
fit of CNN’s local information sensing capability while also
enhancing its global information sensing capability in or-
der to better address the issues associated with lengthy en-
tities and long-distance dependency. With Iterative Dilated
Convolution (IDCNN)[4], adding holes to the convolution

kernel widens the model’s receptive field while maintain-
ing a constant computation. Additionally, IDCNN consid-
ers the iterative component. As the number of iteration
rounds increases, the holes in the dilated convolutional ker-
nel gradually enlarge and the perceived field exponentially
expands. IDCNN requires less computing than traditional
pooled convolution and is better at handling global data. It
also gave us a fresh concept for enhancing the self-attentive
mechanism.

2.3. Transformer

The traditional Transformer[3] model with self-attention
performs poorly on the Chinese NER task, in contrast
to other NLP domains, despite numerous improvements,
which nevertheless lead to a decent score. An excellent
illustration is the Simple-Lexicon model, which provides
the Transformer with external lexical data. In order to
adapt word embeddings to the task features of the Chinese
NER, researchers have adopted a technique called ”Soft-
lexicon”[11] to do so. This method has produced promising
results. A lexicon itself is a series of characters used in a va-
riety of contexts, therefore the information contained inside
it also serves as local information. The addition of lexicon
data gives the model a new way to look at data processing
and fills in the gaps left by the character-level self-attention
method.

Since the majority of Chinese NER employ character-
level models, this approach to applying additional lexicon,
known as lexicon enhancement, has several applications
and is used by many of the models mentioned above. A pop-
ular area of study in recent years has been the use of Trans-
former and lexicon enhancement in combination. Gener-
ally speaking, there are two technical approaches to lex-
icon enhancement. The first is termed dynamic architec-
ture, and it seeks to create a dynamic architecture that is
suitable with lexicon information and character embedding.
The FLAT[12] model, which allows Lexicon data to be in-
put into the model along with the character embedding, is
a typical example. The Soft-lexicon discussed above is an
application of the second method, which is called Adap-
tive Embedding, it integrates lexicon data into the character
embedding without changing the input. Furthermore, be-
cause the DSWA replaces self-attention without altering the
input, it works well with both two lexicon augmentation ap-
proaches. Both the FLAT model employing Dynamic Ar-
chitecture and the Transformer model combined with Soft-
lexicon have been enhanced after applying our DSWA, as
you will see in the experimental part that follows.

Besides, other studies have attempted to enhance fully
connected self-attention, Biao Hu et al. presented Adaptive
Threshold Selective Self-Attention(ATSSA)[13] as such an
approach. This method establishes a threshold for the at-
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(a) LSTM (b) CNN (c) Self-Attention

Figure 2: Schematic for LSTM, Convolution, and Self-attention

tention score, and only the vectors that are higher than this
threshold are used in the computation of attention, while
the rest being discarded. In contrast to fully connected self-
attention, this strategy constricts the attention distribution,
but it’s hard to set an appropriate threshold, may omit some
information. Besides, the figure of attention visualization in
this thesis demonstrates that, attention tends to be focused
on the adjacent context in Chinese NER. It provides theo-
retical support for our approach that based on window at-
tention.

In addition, the Bert-LSTM model is a proven indus-
trial solution for Chinese NER tasks. The Transformer-
improved Bert model has become a popular pre-training
model for Chinese NER tasks. In addition to enhancing
the Transformer model itself, it is also commonly used in
combination with other models; a prime example of this is
the LSTM-in-Trans model mentioned above. This can sig-
nificantly increase the model’s capacity for sequence mod-
eling.

3. Method

As previously mentioned, the LSTM and CNN is adept
in handling a limited range of input. Contrarily, the Trans-
former model is useful for dealing with long-range depen-
dencies due to the self-attention mechanism used by the
original Transformer, which computes attention for each
vector with all vectors globally. For instance, Figure 2
is a schematic diagram of comparison between the three
models. However, the entities to be identified by the NER
task are frequently concentrated within the range of a few
words, full-connected self-attention may not good at deal-
ing in such a small range. Therefore, it is a challenge that
how to limit the range of attention in order to deal local in-
formation on Chinese NER task.

Taking into account the mentioned considerations, we at-
tempt to explore a strategy for Chinese NER task that bet-
ter dealing with local information. It is worth noting that
the window attention approach has shown effective results
in other deep learning domains, effectively extracting local
features from the input data. For instance, when performing
object detection[14] tasks, the objects to be detected do not
take up the whole image, the usage of the Window Attention

method enables the neural network to concentrate on a spe-
cific area of the image to help extract reliable information.
This led to the conclusion that window attention would be
a useful tool for obtaining information about entities, since
the process of identifying things in sentences for the NER
task is quite similar to this.

However, there is a clear issue if the model using Win-
dow Attention alone: how can windows communicate with
one another? If the window size is two, all words are di-
vided into distinct windows, as in Figure 3 for example.
Chinese words are made up of individual characters, thus
it is absurd if characters that make up a word were split into
different windows, and unable to communicate with others.

Figure 3: Words separated into different windows

The Shift Window Attention served the solution for this
problem, which involves shifting the window after doing a
round of Window Attention and then perform a subsequent
round of attention computation in new window. Following
the completion of the attention calculation inside each win-
dow, the attention calculation window is shifted by a pre-
determined amount, which does not exceed the window’s
size, and a new attention calculation is then carried out in-
side the relocated window. Similar to Figure 4, the attention
calculation window is shown in red and moves between two
rounds of attention computation. In this manner, the vectors
situated in different windows can interact with others.

Figure 4: Shift Window Attention

In addition, if a long entity appears in the text that ex-
ceeds the length of a window, also a few of long-distance
dependencies need to be solved, it cannot be handled by
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simply using Window Attention. For these reason, although
an approach that focus attention computing more locally is
expected, the capability to obtain information on a larger
scale is still necessary. Dilated Convolution may be an good
idea for solution while considering about this issue, since it
uses a ”holey” convolution kernel to increase the receptive
field of the convolution kernel. Similarly, it may allow for
the expansion of the receptive field of the window when
computing attention.

Each vector that occupies the same location in each at-
tention calculation window is take out to create a number of
new vector sequences, then another attention calculation is
performed with the new sequences. The first vector within
each window generates a new sequence, as shown in the
Figure 5, and the other vectors does the same. If the window
size is two, two new vector sequences are then processed
similarly and iterated constantly to achieve cross-unit inter-
action.

Figure 5: Window Dilitation

Due to the window attention and shifted window atten-
tion, each vector in the new sequence contains information
about its nearby vectors. Thus, each vector that makes up
the new sequence can be regarded as a representative of nu-
merous vectors in the original sequence, the receptive field
of one attention window in the new sequence is equivalent
to several windows in the original sequence. As shown in
Figure 6, several iterations are carried out in this manner,
as the number of iterations rises, the receptive field of the
attention window exponentially grows. This approach is
named as Window Dilatation because a new window seems
to be composed of original sequence with holes, similar to
the Dilation Convolution.

Figure 6: Receptive field changing in different iterations

The frame of our new attention module is a multi-round
iteration and separated into three parts in each iteration:
Window Attention, Shifted Window Attention, and window
dilatation. The model can concentrate on local information
by using Window Attention and Shifted Window Attention.
Additionally, it enables each vector to carry the data of other
vectors that come either before or after it. In this manner,
the new sequence retains as much of the old sequence’s in-
formation as feasible during the window dilatation. The
iteration is then continued concurrently through the vari-
ous sequences acquired after the window dilatation. Once a
certain number of rounds have been completed or the new
sequence is no longer lengthy enough to enable window di-
latation, the iteration is stopped. What’s more, neighbor-
ing vectors are split off into various sequences by window
dilatation in the initial iterations, doing an additional Shift
Window Attention at the end of the iteration, enable inter-
action between the original nearby vectors.

The most unique feature of DSWA is that concentrat-
ing more on extracting the local information than the self-
attentive mechanism does, meanwhile information in a
lager range can be fused partly. Our observation is that
entities frequently exist in sentences as a string of words,
therefore our NER task will be made easier by using this
method to gather local information. In actuality, after ex-
perimental validation, our new attention module does boost
Chinese NER’s accuracy, particularly on the Weibo dataset
where other approaches struggled.

4. Experiment

Weibo[15], MSRA[16], and Resume[7], three open
datasets frequently utilized for Chinese NER tasks, are em-
ployed in this investigation. The Weibo dataset was gath-
ered from the Chinese social networking site Sina Weibo;
the MSRA, created by Microsoft from the news domain;
and the Resume, gathered from the resumes of Chinese
businesspeople. Statistics of the above datasets are shown
in Table 1. Our method significantly improves the result of
Weibo dataset.

Table 1: Statistics of datasets

Datasets Type Train Dev Test

Weibo Sentence 1.4k 0.27k 0.27k
Char 73.8k 14.5k 14.8k

Resume Sentence 3.8k 0.46k 0.48k
Char 124.1k 13.9k 15.1k

MSRA Sentence 46.4k - 4.4k
Char 2169.9k - 172.6k

Figure 7 is the frame of our model. In summary, it’s a
typical Transformer model, whereas the self-attention layer
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Figure 7: The Frame of DSWA

is replaced by our DSWA layer. It is worth noting that no
matter which way of lexicon augmentation is used, there is a
superior improvement after utilizing DSWA. Two represen-
tative models of both approaches are chosen in the experi-
ment, FLAT is a typical example of dynamic architecture,
while SoftLexicon is adaptive embedding.

SoftLexicon(Transformer) and FLAT model both is an
enhanced version of the Transformer, by including external
Lexicon information, the two model are enhanced consid-
erably. Since self-attention mechanism were used by both
of them, we can replace the self-attention layer with our
DSWA to verify the effectiveness of our method.

Table 2: Performance on Three Datasets (F1 Score)

Model Weibo Resume MSRA

Lattice-LSTM 58.79 94.46 93.18
TENER[17] 58.17 95.00 92.74

BERT+LSTM+CRF 67.33 95.51 94.83
FLAT 68.55 95.86 96.09

SoftLexicon 70.50 95.54 95.87
SoftLexicon + DSWA 72.12 96.72 96.25

The Table 2 shows that the DSWA-based model pro-
duced better results, particularly for the Weibo dataset
where the improvement was greatest. The Weibo dataset,
which is taken from the social media platform, has a strong
propensity to be colloquial, meanwhile, there are a big num-
ber of short sentences and a higher occurrence of short en-
tities according to our analysis. Therefore, DSWA, which
is good at handling local information, is more suitable to
handle such dataset. Both the MSRA and the Resume are
plainly more stringent in their language, and more longer
entities in them. Therefore, Weibo has been most signif-
icantly improved by our DSWA strategy, which places a
strong emphasis on local information.

The models selected in the table are all classical models
for Chinese NER task. Lattice-LSTM was the first to pro-
pose the method of external lexicon, Tener model was the

first to improve Transformer, making model achieved good
results on NER tasks, LSTM-CRF is a well-known base-
line model for NER task, and both Flat and SoftLexicon
(Transformer) are classical models that combine Lexicon
Augmentation with Transformer as described above.

Table 3: Comparison of Self-Attention and DSWA (F1
Score)

Model Weibo Resume MSRA

FLAT 68.55 95.86 96.09
FLAT + DSWA 69.63 96.21 96.03

SoftLexicon 70.50 95.54 95.87
SoftLexicon + DSWA 72.12 96.72 96.25

As shown in Table 3, comparing two Transformer-based
models, the DSWA version have improved over the self-
attention version; once more, the improvement is particu-
larly noticeable on the Weibo dataset. It has been proven
that using the DSWA method increases the model’s accu-
racy and offers it a greater local information gathering ca-
pabilities. Therefore, we believe that DSWA can be used to
replace the self-attention layer on more self-attention-based
Transformer models to improve the model on Chinese NER
task.

Concerning the problem of computation size, even
though our method computes attention in multiple rounds,
the computation size of the model actually decreases. When
one attention computation is viewed as a unit, each vector
of self-attention performs an attention calculation with ev-
ery other vector. A total of n2 attention computations are
needed, where n is the length of the sequence produced by
the sentence translation into vectors. However, Window At-
tention only needs to calculate attention within the window,
and each window needs to perform W 2 attention calcula-
tions, where W is the length of the window, there are n/W
windows in the sentence, so a sentence only needs to per-
form W 2 × n/W , i.e. n×W attention calculations. Cause
the window length W must be shorter than the sentence
length n, the computation’s complexity stays the same or
even less than for self-attention. Even after r rounds of it-
eration, r × n × W is smaller than n2. In practice, r is
generally set to a maximum of 4, because in the 4th itera-
tion, the window’s receptive field expands to 16, a size that
essentially exceeds the length of all entity.

Table 6 demonstrates that the DSWA approach is
marginally more efficient than doing a single round of self-
attention computation, even numerous rounds of attention
computation were carried out.

Compared with ASSTA, another method that modifies
attention mechanism, in comparison, DSWA gets a simi-
lar f1 score, but a significant improvement in computational
complexity, as shown in Table 4 and Table 5.
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Table 4: Performance of ATSSA and DSWA

model Weibo Resume MSRA

FLAT+ATSSA 72.53 96.73 96.45
SoftLexicon + DSWA 72.12 96.72 96.25

Table 5: Complexity of different methods. r is the rounds of
iteration, W is the length of the window, r, W are constants.

Model Complexity

Self-attention O(n2)
ATSSA O(n2 + 2n + nlogn)
DSWA O(r ×W × n)

5. Conclusion

Dilatation Shifted Window Attention, which we suggest
as a new attention calculation approach in this paper, is in-
tended to improve the Transformer model’s perception of
local information while still preserving some perception of
global information. It can better receive local information
thanks to the use of the Window Attention mechanism, yet
it can still perceive global information according to the iter-
ative window dilatation approach, which enlarges each win-
dow’s receptive field.

In brief, DSWA is a way of attention calculation that
may be employed in place of self-attention and has a bet-
ter ability to gather local information than the self-attention
approach. It may also do well on other tasks that need deal
data more locally. The experiment’s findings match what
we had anticipated.
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Abstract

The inconsistencies of UML models (diagrams) during
the software development process may cause errors in doc-
uments or programs. Massive consistency rules have been
proposed by researchers to detect inconsistencies in exist-
ing works. However, the approaches of consistency anal-
ysis have not been addressed adequately in literature. In
this paper, we propose a new approach for analyzing con-
sistencies between UML models. We formally specify UML
models and define the consistency relation between UML
models. Based on the consistency definition, we first dis-
cuss the composition and decomposition of consistencies,
and then explore the equivalence of consistencies.

Index Terms UML model, Consistency, Composition,
Equivalence

1 Introduction

To develop a modern software system in the Model-
Based Engineering approach, multiple perspectives of mod-
eling the system are necessary. The UML is a semi-formal
graphical modeling language [15], and is widely used in
Model Driven Engineering (MDE) due to its multiple per-
spectives for describing software systems. Software arti-
facts (e.g., software architecture and implementation codes)
are interrelated to UML diagrams in whatever versions, lev-
els of abstraction, and stages. Consequently, it is often un-
able to avoid faults because of differences between UML
diagrams in software development. Specifically, the evo-
lution of the models or diagrams is frequently accompa-

*This work is supported by National Key R&D Program of China (No.
2022YFB3305104), National Natural Science Foundation of China (No.
61772004), and Scientific Research Foundation for Advanced Talents of
Chengdu University of Information Technology (No. KYTZ202009).
DOI:10.18293/DMSVIVA2023-187

nied by augmenting, reducing, or modifying, which po-
tentially results in contradictory specifications (inconsis-
tencies). In order to classify such conflicts, there are
seven UML consistency dimensions in the systematic re-
searches [23, 8, 22, 11, 2], and a binary relation can capture
these dimensions, including those that refer to endogenous
consistency [14].

Multiple UML diagrams need to be strictly compliant in
order for a software system to be accurately and completely
described, especially for Safety Critical Systems (SCS).
Without complete and consistent design models, program-
mers need to manually supplement the lack of design mod-
els with codes, which may cause faults and insecurities.
Thus, we proposed to design accurate models because the
models are easier to be analysed in formal methods. Cor-
responding to categories of UML diagrams, consistencies
between these diagrams are generally divided into struc-
tural(i.e., syntactic) and behavioral(i.e., semantic) ones that
has been systematically investigated in research [18, 19].
The consistency rules are sophisticated and cannot distin-
guish between binary and N-ary relations (i.e., the number
of UML models involved in consistency rules is uncertain).
For example, rule 15 from [18] involves a class diagram, a
state machine diagram, and a activity diagram. Approaches
to check N-ary consistencies have not yet been fully de-
veloped and the relevant theories are merely reviewed as
well [18]. While using multiple rules to detect inconsisten-
cies in a large system, it is obviously arduous to manage
the duplication or absence of rules. Thus, it is necessary
to present binary consistency relations for unifying N-ary
consistency relations between UML models.

There are many existing efforts contributing to managing
consistency relations or rules among UML models whereas
ignoring the relationships between the rules [1, 17, 13].
In this paper, we propose a novel approach for analyzing
consistencies between UML models. We formally spec-
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ify UML models and define the consistency relation be-
tween UML models. Based on the consistency definition,
we first discuss the composition and decomposition of con-
sistencies, and then explore the equivalence of consisten-
cies. Because of such a duality of consistency relations, our
method saves complexity and makes consistency character-
istics more extensible, and formal methods aid in removing
ambiguities and enforcing consistency. Our work aims at
describing and managing consistency in complete UML di-
agrams for a system. Due to the space limitation, all proofs
are deleted from our paper.

2 Model Composition

In this section, we will introduce a formal model [20]
to specify UML diagrams, and then show characteristics
of the formal model. In UML [15] various software arti-
facts are all regarded as models and its constituent parts are
model elements. Such consideration facilitates the analy-
sis of and visualization representations of traceability using
graph-based tools.

Definition 1. A unified structure(US) is a tuple 〈ME,≺
,

1
↪→, · · · , n

↪→, λm, λd,
1
τ , · · · , mτ 〉 with

•ME, a finite set of the model elements,
• ≺⊆ ME ×ME, the containment relation such that it is
an (irreflexive) partial order,
• λm ⊆ ME×ME, the constraint on model elements,
• λd ⊆ ME × (≺ ∪ 1

↪→ ∪· · · ∪ n
↪→), the constraint on

dependencies,

• ∀i ∈ {1, · · · , n}, i
↪→⊆ ME×ME, the dependency rela-

tion, and

• ∀j ∈ {1, · · · ,m},
j
τ⊆ ME, the type set of model elements

such that ∀e ∈ ME,∃τ ∈ { 1τ , · · · , mτ } : e ∈ τ .

Here, for all x, y ∈ ME, x
i
↪→ y (i ∈ {1, · · · , n}) is

called a dependency, read as x depending on y (note that i
denotes that the type of dependencies). And x ≺ y means
x is contained in y. If x ≺ z, y ≺ z, they are simplistically
denoted by x, y≺ z and means x and y are both contained
in z. For all w, v ∈ ME, the notation v 6≺ w means that

w does not contain v. The tuples
1
τ , · · · , mτ are grouping

constructs for model elements and are used to classify the
model elements.

We then present an example showing how UML dia-
grams are converted into US models. Figure 1 presents
UML diagrams of a video-on-demand (VOD) system that
allows user U to select or play movies provided by server
S. Different from the original one [5], our example adds
a Composite State in the state machine diagram and the
corresponding Combined Fragment in the sequence dia-
gram. The structure of the VOD system is represented

Figure 1. VOD System Example

in the class diagram (top), where the state machine dia-
gram(middle) specifies the behavior of the class S in the
class diagram, and the sequence diagram (bottom) depicts
watching a movie.

Example 1. By Definition 1, the entire VOD system is

denoted as USVOD = 〈ME,≺, λm, λd,
ClaD
τ ,

SeqD
τ ,

StaD
τ ,

Trace
↪→ 〉where ME = {seq, smd, cla, (cla, seq), (cla, smd),

(smd, seq)}, ≺= λm = λd = ∅, ClaD
τ = {cla},

SeqD
τ = {

seq}, StaD
τ = {smd}, and

Trace
↪→ = {(cla, seq), (cla, smd), (

smd, seq)}. ClaD refers to class diagrams, SeqD means
sequence diagrams, StaD denotes state machine diagrams,
and Trace is dependencies between these diagrams. In-
tuitively, this is constructed at a higher level which views
the entire system as a diagram. The US supports not only
high-level modeling but also concrete one.

All UML diagrams in Figure 1 can be independently
modeled by Definition 1. The class diagram cla, one of

elements in
ClaD
τ of USVOD(i.e., the cla element), is repre-

sented by is UScla = 〈ME′,≺′, λ′m, λ
′
d,

Class
τ ,

Oprs
τ ,

Asoc
τ 〉

where ME′ = {U,D, S, select, play, load, stream,wait,
close}, ≺′= λ′m = λ′d = ∅, Class

τ = {U,D, S}, Asoc
τ = {

A1, A2}, and
Oprs
τ = {select, play, load, stream,wait,

close}. There are notations such as Class representing
classes, Asoc representing associations, and Oprs depict-
ing operations of all classes.

The sequence diagram seq is denoted as USseq = 〈
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ME′′,≺′′,
Inst
↪→ ,

Seq
↪→ ,

Itrc
↪→ , λ′′m, λ

′′
d ,

Obj
τ ,

Msg
τ ,

Frag
τ ,

Grd
τ 〉 whe-

re ME′′ = {u, s, d, U, S,D, Fr1, NExit, select, load,
wait, play, stream}, ≺′′= {(NExit, Fr1), (wait, Fr1),
(stream,Fr1)}, λ′′m = λ′′d = ∅,

Obj
τ = {u, d, s},

Frag
τ = {

Fr1}, Grd
τ = {NExit},

Msg
τ = {select, load, wait, play,

stream}, Inst↪→ = {(d,D), ((s, S), (u, U)},
Seq
↪→= {(load,

select), (wait, load), (play, wait), (stream, play)}, and
Itrc
↪→= {(d, u), (s, d)}. ≺′′ is non-empty due to combined
fragment Frag containing Guards represented byGrd. The
notation Inst means the relation between objects Obj and
corresponding classes, Seq represents the sequence of all
messages Msg, and Itrc represents the interactions be-
tween objects.

And the state machine diagram smd can be denoted by

USsmd = 〈ME′′′,≺′′′,
Trans
↪→ , λ′′′m, λ

′′′
d ,

I
τ ,

F
τ ,

CS
τ ,

SS
τ ,

Acts
τ 〉

where ME′′′ = {i2, i1, s2, waiting, streaming, loading,
f1, f2, load, wait, stream, close}, ≺′′′= {(i2, loading),
(waiting, loading), (streaming, loading), (f2, loading),

(wait, loading), (stream, loading)}, Trans
↪→ = {(loading,

i1), (waiting, i2), (waiting, streaming), (streaming,
waiting), (f2, streaming), (f1, loading)}, λ′′′m = λ′′′d =

∅, I
τ= {i1, i2}, F

τ= {f1, f2}, CS
τ = { loading }, SS

τ = {
waiting, streaming}, and

Acts
τ = {load, wait, stream,

close}. We classify states of the state machine diagram
into initial states I , final states F , simple states SS, and
composite states CS. We named the transitions in the state
machine diagram as Trans. Containment relation ≺′′′ is
formed between composite states and the elements inside.

It is obvious that the unified structure model can easily
specify single UML model and the composition of UML
models.

Definition 2. Let US = 〈ME,≺, 1
↪→, · · · , n

↪→, λm, λd,
1
τ

, · · · , mτ 〉 be a unified structure.
(1) A sequence rc = x1 · · ·xn is called a relation chain

in US iff ∀i ∈ {1, · · · , n−1}, xi, xi+1 ∈ ME, (xi, xi+1) ∈
(≺ ∪ 1

↪→ ∪· · · ∪ n
↪→) ∨ (xi+1, xi) ∈ (≺ ∪ 1

↪→ ∪· · · ∪ n
↪→).

r̈c denotes the model elements in the relation chain rc =
x1 · · ·xn, that is, r̈c = {x1, · · · , xn}. RC(US) denotes all
possible relation chains in US .

(2) A sequence dc = x1 · · ·xn is called a dependency
chain in US iff ∀i ∈ {1, · · · , n − 1}, xi, xi+1 ∈ ME,

(xi, xi+1) ∈ (≺ ∪ 1
↪→ ∪· · · ∪ n

↪→).

d̂c denotes the model elements in the dependency chain
dc = x1 · · ·xn, that is, d̂c = {x1, · · · , xn}. DC(US) de-
notes all possible dependency chains in US . [dc] denotes
the number of model elements in the dependency chain
dc = x1 · · ·xn, that is, [dc] = n.

Obviously, a relation chain is nondirectional while a de-
pendency chain is directional. For example, dctrace = cla
smd seq,[dctrace] = 3 in Figure 1 is one of dependency
chains and likewise a relation chain.

Proposition 1. Let US be a unified structure and dc = x1
· · ·xn ∈ DC(US). If ∀i ∈ {1, · · · , n− 1}, (xi, xi+1) ∈≺,
then there does not exist a cycle in dc.

This proposition states that a dependency chain only con-
taining containment relations does not have a cycle.

Proposition 2. If US is a unified structure, then DC(US)
⊆ RC(US).

Clearly, the number of relation chains is greater than
equal to that of dependency chains in a unified structure.

Complex software systems contain many UML diagrams
to specify complete information about the systems. Once
the whole system model is constructed, the UML diagrams
(or their subparts) must be consistent with information. We
then discuss the composition of models.

Definition 3. Let US ′ = 〈ME′,≺′,
1

↪→′, · · · ,
n

↪→′, λ′m, λ
′
d,

1

τ ′, · · · ,
m

τ ′〉 and US ′′ = 〈ME′′,≺′′,
1

↪→′′, · · · ,
n

↪→′′, λ′′m, λ
′′
d ,

1

τ ′′, · · · ,
m

τ ′′〉 be two unified structures.
US ′ is called a substructure of US ′′, denoted as US ′ v

US ′′, iff ME′ ⊆ ME′′,≺′⊆≺′′,
1

↪→′⊆
1

↪→′′, · · · ,
n

↪→′⊆
n

↪→′′,

λ′m ⊆ λ′′m, λ′d ⊆ λ′′d and
1

τ ′⊆
1

τ ′′, · · · ,
m

τ ′⊆
m

τ ′′.

Example 2. As Example 1 illustrates, we first construct
USVOD and then independently model each diagram in
USVOD. Thus, there exists the substructures UScla v
USV OD,USseq v USV OD, and USsmd v USV OD.

A substructure is included in the original unified struc-
ture, and the unified structure may be separated into multi-
ple substructures.

Definition 4. Let US ′ = 〈ME′,≺′,
1

↪→′, · · · ,
n

↪→′, λ′m, λ
′
d,

1

τ ′, · · · ,
m

τ ′〉 and US ′′ = 〈ME′′,≺′′,
1

↪→′′, · · · ,
n

↪→′′, λ′′m, λ
′′
d ,

1

τ ′′, · · · ,
m

τ ′′〉 be two unified structures.
If ≺′ ∪ ≺′′ is an (irreflexive) partial order, the composi-

tion of US ′ and US ′′ is defined as US ′ ] US ′′ = 〈ME,≺,
1
↪→, · · · , n

↪→, λm, λd,
1
τ , · · · , mτ 〉 where ME = ME′ ∪ME′′,

≺=≺′ ∪ ≺′′, ∀i ∈ {1, · · · , n}: i
↪→=

i

↪→′ ∪
i

↪→′′, λm =

λ′m∪λ′′m, λd = λ′d∪λ′′d and ∀j ∈ {1, · · · ,m}:
j
τ=

j

τ ′ ∪
j

τ ′′.
US ′, US ′′ are said to be composable.

Note that two composable unified structures may have
different number of types of dependency relations and ele-
ments, we equivalently translate them into the two unified

60



structures with the same number of dependency or element
types before composition. For example, US ′ and US ′′ are

composable where US ′ = 〈ME′,≺′,
a

↪→′,
x

↪→′,
n

↪→′, λ′m, λ
′
d,

1

τ ′, · · · ,
m

τ ′〉 and US ′′ = 〈ME′′,≺′′,
x

↪→′′,
y

↪→′′,
z

↪→′′, λ′′m, λ
′′
d ,

1

τ ′′, · · · ,
m

τ ′′〉. Obviously, we can translate US ′ and US ′′ into
US1 and US2, respectively:

US1 = 〈ME′,≺′,
a

↪→′,
x

↪→′,
y

↪→′,
z

↪→′, λ′m, λ
′
d,

1

τ ′, · · · ,
m

τ ′〉

where
y

↪→′=
z

↪→′= ∅ and

US2 = 〈ME′′,≺′′,
a

↪→′′,
x

↪→′′,
y

↪→′′,
z

↪→′′, λ′′m, λ
′′
d ,

1

τ ′′ ,

· · · ,
m

τ ′′〉 where
a

↪→′′= ∅.
Clearly, US1 = US ′, US2 = US ′′. Moreover, US1 and

US2 have the same number of dependency types. Thus,
US1 and US2 can be composed according to the previous
definition. The composition of unified structures has the
following properties.

Proposition 3. Let US , US ′ and US ′′ be three unified
structures. And let every two of the three unified structures
be composable. Then

(1) US ′ ] US ′′ is a unified structure,
(2) US ′ ] US ′′ = US ′′ ] US ′, and
(3) (US ] US ′) ] US ′′ = US ] (US ′ ] US ′′).

This proposition shows the composition of unified struc-
tures has closure, commutativity, and associativity.

Proposition 4. If US , US ′ are two unified structures and
composable, then (DC(US) ∪ DC(US ′)) ⊆ DC(US ]
US ′).

The composition of unified structures does not add or re-
duce any elements of native structures. Consequently the
dependency chain of unified structures remains after com-
position.

3 Consistency Relation
We shall introduce the atomicity, composition, and

equivalence of the consistency relation in this section af-
ter providing a definition of the consistency relation. Con-
sistency can be treated as a relation that stores the pairs of
either two elements in UML diagrams or two UML models,
which satisfies the contained consistency rules.

A comparison should be sought between two or more
UML models with UML consistency rules. Consistency
rules are systematically collected in plain English text [18].
All external and internal rules are required to ensure the
consistency of a system model. Assuming that the UML
models of VOD example in Figure 1 are internally consis-
tent, we select and simplify a few external rules (See Ta-
ble 1).

Table 1. Several Consistency Rules
ID Description
CR1 Each class in the class diagram must be instan-

tiated in a sequence diagram.
CR2 Each public method in a class diagram triggers

a message in a sequence diagram.
CR3 A message referring to operation must belong

to operations of the class that types the lifeline.

Definition 5. Let US ′ = 〈ME′,≺′,
1

↪→′, · · · ,
n

↪→′, λ′m, λ
′
d,

1

τ ′, · · · ,
m

τ ′〉 and US ′′ = 〈ME′′,≺′′,
1

↪→′′, · · · ,
n

↪→′′, λ′′m, λ
′′
d ,

1

τ ′′, · · · ,
m

τ ′′〉 be two unified structures. A relation RC ⊆
ME′ ×ME′′ is called a consistency relation between US ′
and US ′′ iff there exists a consistency rule between US ′ and
US ′′ such that RC satisfies the correspondence between
US ′ and US ′′ under such a rule. We define RC |US′ = {e ∈
ME′ | ∃e′ ∈ ME′′ : (e, e′) ∈ RC} and RC |US′′ = {e ∈
ME′′ | ∃e′ ∈ ME′ : (e′, e) ∈ RC}.

Here, we formally denote the consistency rule as a binary
relation.

Example 3. According to the consistency rules CR1 and
CR2 in Table 1, there exist the corresponding consistency
relations RC1 = {(D, d), (S, s)} and RC2 = {(select, se-
lect), (play, play), (load, load), (stream, stream), (wait,
wait)} between the class diagram UScla and the sequence
diagram USseq in Figure 1.

Proposition 5. Let US ′ and US ′′ be two unified structures.
If RC1, RC2 be two consistency relations between US ′ and
US ′′, then RC1 ∪ RC2 be a consistency relation between
US ′ and US ′′.

Example 4. As RC1, RC2 is presented in Example 3, we
haveRC = RC1∪RC2 = {(D, d), (S, s), (select, select),
(play, play)}. Obviously,RC is the composition of the con-
sistency rules CR1 and CR2.

Proposition 6. Let US ′ and US ′′ be two unified struc-
tures. And let RC1, RC2 be two consistency relations be-
tween US ′ and US ′′. Then

(1) RC1 ∪ RC2 be a consistency relation between US ′
and US ′′.

(2) RC1 ∩ RC2 be a consistency relation between US ′
and US ′′.

(3) RC1 \ RC2 be a consistency relation between US ′
and US ′′.

This proposition states that the consistency relations are
preserved under the union, intersection and minus opera-
tions
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Theorem 1. Let US1, US ′1, US2, US ′2 be four unified
structures. Let US1 v US ′1 and US2 v US ′2. If RC be
a consistency relation between US1 and US2, then RC be
a consistency relation between US ′1 and US ′2.

Clearly, the consistency between the submodels implies
the consistency between the original models.

To manage consistencies between models, it is necessary
to handle how consistencies influence mutually. We intro-
duce atomic consistencies, i.e., the consistencies that cannot
be further decomposed. The combination of atomic consis-
tencies can express those complicated consistencies. Thus,
we discuss how the combination works in the following.

Definition 6. Let US ′ = 〈ME′,≺′,
1

↪→′, · · · ,
n

↪→′, λ′m, λ
′
d,

1

τ ′, · · · ,
m

τ ′〉 and US ′′ = 〈ME′′,≺′′,
1

↪→′′, · · · ,
n

↪→′′, λ′′m, λ
′′
d ,

1

τ ′′, · · · ,
m

τ ′′〉 be two unified structures. Let RC be a con-
sistency relation between US ′ and US ′′. RC is said to be

atomic iff ∃
x

τ ′∈ {
1

τ ′, · · · ,
m

τ ′} : RC |US′ ⊆
x

τ ′ and ∃
y

τ ′′∈ {
1

τ ′′

, · · · ,
m

τ ′′} : RC |US′′ ⊆
y

τ ′′.

This states that an atomic consistency is only connected
to the type sets of model elements when the model is trans-
lated into corresponding unified structures.

Example 5. Figure 1 presents the consistency relation RC

= {((d, u), A1), ((s, d), A2)} between USseq and UScla.
Because (d, u) and (s, d) violate RC |USseq

according to
Definition 6, RC is not atomic .

Theorem 2. Let US ′ = 〈ME′,≺′,
1

↪→′, · · · ,
n

↪→′, λ′m, λ
′
d,

1

τ ′

, · · · ,
m

τ ′〉 and US ′′ = 〈ME′′,≺′′,
1

↪→′′, · · · ,
n

↪→′′, λ′′m, λ
′′
d ,

1

τ ′′

, · · · ,
m

τ ′′〉 be two unified structures. LetRC be a consistency
relation between US ′ and US ′′.

IfRC is not atomic, then there exists the k atomic consis-
tency relations RC1

, · · · , RCk
such that RC = RC1

∪ · · · ∪
RCk

.

This theorem considers that the atomic consistency rela-
tions are the most fundamental parts as they can compose
new consistency relations. There is a common mechanism
for UML diagrams to construct models and their sub mod-
els. For instance, a sequence diagram uses Combined Frag-
ment to contain explicitly a set of interactions, and a class
diagram uses relations(e.g., composition, aggregation, re-
alization, and inheritance) to express implicit containment
of model elements. Both containments have not yet been
universally discussed.

Theorem 3. Let US ′ = 〈ME′,≺′,
1

↪→′, · · · ,
n

↪→′, λ′m, λ
′
d,

1

τ ′

, · · · ,
m

τ ′〉 and US ′′ = 〈ME′′,≺′′,
1

↪→′′, · · · ,
n

↪→′′, λ′′m, λ
′′
d ,

1

τ ′′

, · · · ,
m

τ ′′〉 be two unified structures. LetRC be a consistency
relation between US ′ and US ′′.

If (a, b) ∈ RC and there exists a relation Rx ⊆ ME′ ×
ME′′ such that ∀(e′, e′′) ∈ Rx, e

′ ≺′ a ∧ e′′ ≺′′ b,then Rx

is a consistency relation between US ′ and US ′′.

The theorem shows that the consistency relation is pre-
served under containment.

Example 6. There exists the consistency relation RC = {
(loading, Fr1)} between USseq and USsmd in Figure 1.

In the sequence diagram USseq , there are the messages
wait, stream satisfying wait ≺′′ Fr1, stream ≺′′ Fr1.
Similarly, the state machine diagram USsmd has two ac-
tions wait, stream that satisfy wait ≺′′′ loading, stream
≺′′′ loading. By Theorem 3, there exists the consistency
relation Rx = {(wait, wait), (stream, stream)} between
USseq and USsmd.

Next, we discuss the composition of consistencies.

Theorem 4. Let US1, US ′1, US2, US ′2 be four unified
structures. Let US1,US ′1 be composable and US2,US ′2 be
composable. If RC be a consistency relation between US1
and US2, then

(1) RC be a consistency relation between US1 ] US ′1
and US2 ] US ′2,

(2) RC be a consistency relation between US1 and
US2 ] US ′2, and

(3) RC be a consistency relation between US1 ] US ′1
and US2.

Proposition 3 shows that types of dependency relations
and elements during composition between unified structures
are incremental. Thus, the consistency relation between
models before composition remains.

Example 7. In Example 3, we have the consistency rela-
tion RC1 = {(D, d), (S, s)} between UScla and USseq ac-
cording to CR1 in Table 1. As is stated by Proposition 3,
the composition of unified structures is a unified structure.
Let a unified structure US ′ = USseq ] USsmd. By Defini-
tion 4, RC1 is consistency relation between UScla and US ′
as well. Analogously, Theorem 4 (3) is shown.

In our method, the consistency relations are equivalent
only if both ends of the consistency relation are model ele-
ments. Those non-type sets of the unified structure express
implicit and explicit relationships between model elements.

Definition 7. Let RC1, RC2 be two consistency relations.
RC1, RC2 are equivalent, denoted by RC1 ! RC2 iff both
RC1 and RC2 can be decomposed into the same atomic
consistency relations.
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The equivalent consistency relations share identical
atomic consistency relations.

Proposition 7. Let RC1, RC2, and RC3 be three consis-
tency relations.

(1) RC1 ! RC1.
(2) RC1 ! RC2 ⇒ RC2 ! RC1.
(3) RC1 ! RC2 ⇒ RC1 ∪RC3 ! RC2 ∪RC3.

This proposition states that the equivalent consistency re-
lations have idempotence and commutativity. Furthermore,
the equivalence between the consistency relations preserves
if they have the same operations.

4 Tool
We have developed an experimental tool deployed in

http://219.151.152.164:3000(See Figure 2). All diagrams
are stored in the JSON document form and can be exported
in the PNG file form. The tool allows consistency man-
agement concerning two main phases: inconsistency detec-
tion and inconsistency repair. The outcomes of each detec-
tion trigger the generation of repairs for the corresponding
model. Moreover, we have implemented the composition of
unified structures and equivalence of consistency relations.
More functions will be added to the tool step by step.

Figure 2. Inconsistencies detection

5 Related Work
A precise semantics for overall UML diagrams have

drawn great attentions. Most of the efforts focus on formal-
izing commonly used UML diagrams. For instance, Lu et
al. [12] analyse the behavior aspects of the UML sequence
diagram by a trace of properties to check and reason con-
sistency. Based on the transformation into Labeled Transi-
tion Systems (LTS), Lambolais et.al [10] propose a frame-
work to combine refinement and extension developments,
and then they check for consistency in the incremental pro-
cess using the accept set (as a special failure trace seman-
tics [16]). The semantic models mentioned above are be-
havior ones with not good semantics. Instead, we present a
new formal model called unified structure which can char-
acterize not only all the UML behavioral diagrams, but also
all the UML structural diagrams.

Consistency checking is promising research work in
UML, and the techniques are widely discussed. Egyed [7]
proposes an informal way of using rule instances to check
consistency instantly and efficiently. He further discusses
an incremental method to perform consistency checking
in [6]. Formal approaches to check consistency are exten-
sively reviewed. For example, Xu et al. [21] check the con-
text’s incremental consistency when constraints are repre-
sented using a First Order Logic formula, which addresses
stopping the system’s aberrant behavior. Based on the trans-
formation of UML class diagram detailed in Object Con-
straint Language (OCL) into a Constraint Satisfaction Prob-
lem, Cabot et al. [3] resort the automatic solver to check
properties. OCL extends UML diagrams by textual con-
straints but it limits the expressiveness of UML. And Camp-
bell et al. [4] proposed an intermediate step for integrat-
ing UML diagrams into a formal framework to recognize
discrepancies between the system’s structure and behavior.
Therefore, transforming UML diagrams into formal seman-
tics differentiates among existing literature, which leads to
different consistency checking methods.

Motivated by Egyed [7, 6], we apply consistency rules
for efficient and accurate inconsistency detection. The work
of collecting UML consistency rules is ongoing, which
comes from the work of Torre et al [18]. A total of 116 con-
sistency rules were systematically documented among 10
of the 14 types of UML diagrams. The network of consis-
tencies brings the complexity of formal verification. Klare
and Heiko [9] decompose consistency relations on model
transformation by extracting a tree from a reduced consis-
tency relation graph. Our strategy, in contrast, is to allow
the decomposition of consistency relations between partic-
ular models. This decomposition offers flexibility to depict
consistencies. We further introduce a consistency equiva-
lence for simplification and reduction.

6 Conclusion
In this paper, we have introduced a new formal model

called unified structure. It represents UML diagrams and
enables tooling and analysis for consistencies between
UML diagrams. Based on the unified structure model, we
have discussed the composition, decomposition, and equiv-
alence of consistency between UML models. This paper
aims to define formal consistency relations between UML
diagrams. Such consideration provides a foundation for
conflict checking of consistency rules.

Threats to validity come from two main aspects. On the
one hand, it is vital to observe that constraints and models
in our case are limited. On the other hand, consistency re-
lations require the professional to comprehend so that the
relations can be used correctly.

In future work, we will first improve scalability of the
tool to analyze UML consistency relations and their equiv-
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alence. Then we will conduct experiments in complicated
scenarios to update and optimize our tool.
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Abstract

In this study, we illustrate an ongoing work regarding
building an Italian textual dataset for emotion recogni-
tion for HRI. The idea is to build a dataset with a well-
defined methodology based on creating ad-hoc dialogues
from scratch. Once that the criteria had been defined, we
used ChatGPT to help us generate dialogues. Human ex-
perts in psychology have revised each dialogue. In partic-
ular, we analyzed the generated dialogues to observe the
balance of the dataset under different parameters. During
the analysis, we calculated the distribution of context types,
gender, consistency between context and emotion, and in-
teraction quality. With “quality” we mean the adherence
of text to the desired manifestation of emotions. After the
analysis, the dialogues were modified to bring out specific
emotions in specific contexts. Significant results emerged
that allowed us to reorient the generation of subsequent di-
alogues. This preliminary study allowed us to draw lines to
guide subsequent and more substantial dataset creation in
order to achieve increasingly realistic interactions in HRI
scenarios.

1 Introduction

Emotions are key factors during Human-Robot Interac-
tion (HRI). At the same time, one of the most difficult
tasks for robots during interaction with humans is emotion
recognition[21], [12]. Emotions have a multidimensional
nature and their understanding depends on the context in

*This research has been made in the context of the Excellence Chair in
Big Data Management and Analytics at UPC, Paris, France

which they are expressed. Context is a key element in un-
derstanding of emotions and one of the challenges in NLP
research. Context makes it possible to predict emotion to
some degree. For example, being at a party, finding a new
job, taking a trip with very high probability are related to the
emotion of ”joy”. Similarly, a bereavement or an argument
with a loved one tends to be associated with ”sadness”.
It is clear that emotions can overlap, they can be differ-
ent from person to person, and the same context can gen-
erate one emotion at one time and a different emotion at
another time, but we tend to be able to identify objective
situations to which specific emotions are linked. So provid-
ing examples of context-related emotions can help in this
regard. In [22], talking about conversational context mod-
eling, the authors state that context can make it possible to
significantly improve the NLP systems. Within data-driven
models, therefore, it is critical to build a dataset that is as
specific and contexual as possible.

There are many contributions in the literature regarding
the construction of datasets for emotion recognition. Most
of them cover few emotions, tending only to Ekman’s basic
ones. Some examples are EmotionX [26] , Affect-Intensity
Lexicon and Emotion Dataset (AILA) [18], CrowdFlower’s
Emotion Dataset [1], Friends [14] , EmoBank [6]. Further-
emore, many approaches build dataset using news paper,
books or dialogues found on the Internet, including those
found from social media, e.g. SemEval-2018 Task 1: Affect
in Tweets (AIT-2018) [19], Sentiment140 [13], Emotion In-
tensity Dataset (EmoInt) [17], The International Survey on
Emotion Antecedents and Reactions (ISEAR) [24]. Others
use movies, e.g. The Stanford Sentiment and Emotion Clas-
sification (SSEC) [25, 20] or physiological signals, e.g. The
DEAP (Database for Emotion Analysis using Physiological
Signals) [15].
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Regarding Italian dataset, there are fewer contributions
and often from tweets, some of the most widely used in-
clude SEMEVAL-ITA-2018 [7], ITA-EVALITA-2020 [3],
EmoLexIta [9], The STS-ITA (Sentences in the Wild - Ital-
ian) [5], or news articles e.g. News-ITA [23]. A lexicon
based approach has been also used for sentiment classifica-
tion of books reviews in the Italian language [8].

With respect to the main contributions from the litera-
ture, we decided to avoid data from social media or newspa-
per articles as these have specific language that sometimes
does not fit well with natural interactions. For usage sce-
narios such as ours, thus that of Human-Robot Interactions,
we decided to use examples of interactions between peo-
ple in which the emotions we want to focus on. This is an
important feature of our study, since thanks to the dialogue
structure it is possible to provide the robot with examples
of interactions very similar to those that occur in the real
world. By creating ad hoc dialogues, therefore, we could
also provide the specific context in which certain emotions
may emerge. Also, the labeling was not done directly by
us: this is another of the challenges highlighted by [22] in
conversational context. We asked the ChatGPT to generate
dialogues in which a specific emotion, such as joy, emerges;
subsequently, we monitored and possibly adjusted or vali-
dated the associated labeling. Another important point of
our study is that we not only include basic emotions, but we
label a total of fourteen emotions by assuming those that
may possibly emerge during HRI in contexts such as home,
medical, school, but also in everyday life. These emotions
are joy, sadness, anger, fear, surprise, disgust, frustration,
embarrassment, boredom, nervousness, melancholy, guilt,
hope, and stress. Finally, according to our perspective, a
good emotional dataset should have a balance in the data
from different perspectives. In order to achieve this goal, we
performed a further analysis on the dialogues generated by
exploiting ChatGPT, calculating different quantities, such
as the distribution of gender, the type of context, the con-
sistency between emotion and context, and, in general, we
evaluated the quality of the interaction.

The remainder of the paper is organized as follows: the
next section illustrates the methodology that we used to
build the dataset, then a sample of the collected and modi-
fied dialogues as well as the subsequent analysis is reported;
then in section 4 a brief discussion is given about the dataset
characteristic; in the end conclusions and future work are il-
lustrated.

2 Methodology

Our work aims to build an Italian dataset for dialog-
based emotion recognition. To generate dialogues, we
first defined methodological criteria, and then we exploited
ChatGPT to help us develop them by taking advantage of

the speed in data generation. Once the dialogues were gen-
erated, human psychology experts reviewed each conver-
sation to analyze the adequacy of the dataset from differ-
ent points of view. We analyzed consistency between re-
quested emotion and context, gender distribution, types of
context generated, and quality of interaction, understood as
the appropriateness of language concerning specific emo-
tions. The methodology comprises three stages: dialogue
generation procedure, data analysis, and improvements.

2.1 Procedure

For each emotion (14 in total), we decided to generate 25
dialogues. The command given to ChatGPT was to generate
a short conversation, of about five lines, between two peo-
ple in which a specific emotion emerges. Next, we decided
to generate five dialogues for each emotion by asking Chat-
GPT not to use the word corresponding to the emotion, and
we labeled these kind of dialogues “Without Word (W.W.)”.
This was done to test whether ChatGPT could generate dis-
cussions in which, e.g., sadness emerged without having the
word “sadness” in the text. The goal is to create data that
increasingly reflect real situations to train robots that can
recognize emotions based on context and not just by recog-
nizing specific words. The small number is because this is
a pilot study to build a more extensive dataset later. Finally,
the original dialogues generated were retained, but we cre-
ated a copy to edit them after performing the analysis. Both
the Web interface and the API provided by OpenAI were
used. This has made it possible to obtain different styles
of narrations of the events. Gpt 3.5-turbo model was used,
with the following role: “You are a writer assistant who pro-
duces dialogue that accurately reflects emotion”.

2.2 Analysis

Dialogues were analyzed considering four factors: con-
sistency between context and emotion, gender distribution,
type of contexts, and quality of interaction. By consistency
(C) between context and emotion, we mean whether the
context generated is consistent with the feeling expressed.
For example, the context of an argument with the boss is a
context compatible with the emotion of anger. So for each
dialogue, we assessed whether or not there was consistency.
We counted the percent relative frequency.

C =
Nyes

Ndialogues
· 100

Similarly, for gender distribution(GD), we counted
how many times the gender “Neutral (N), Masculine (M)
and Feminine (F)” occurred in the dialogues and we calcu-
lated the percent relative frequency.
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GD =
Ngender(NorMorF )

Ntotgender
· 100

Regarding the type of context(TC), we created classes
and counted how many belonged to each class; then, we
calculated the percent relative frequency.

TC =
NcontextX

Ntotcontexts
· 100

The classes identified are Work, Leisure, Luck, Interper-
sonal sphere, Generic. In some cases, we identified a spe-
cific category, e.g., in the “Disgust” dialogues, we identified
the category “Animals and Objects,” as several scenarios ex-
pressed disgust for objects or animals.

Finally, for the quality of interaction(QoI), we ana-
lyzed the appropriateness of language in expressing a spe-
cific emotion. This was evaluated with three values: “Suf-
ficient”, “Not much”, ”No”. By ”Sufficient (S)” we mean
that the language appears natural enough and reflects in the
terms used the emotion. By ”Not much (NM)” we mean that
the language is not very natural and it does not entirely re-
flect the emotion, e.g., using words that also represent other
emotions, but all in all, it is acceptable. By ”No (N),” we
mean confusion, unusual terms, and/or language that does
not reflect the specific emotion. Also, for this parameter, we
calculated the percent relative frequency.

QoI =
NV alue(SorNMorN)

Ntotinteractions
· 100

2.3 Improvements

After the analysis, we conducted several modifications,
both grammatically and in terms of content. Another im-
portant aspect was observing the distribution of the type
of contexts and selecting those most inherent to interper-
sonal and social scenarios for inclusion in the dataset we
will build after this pilot study. To obtain various scenarios,
first, it was asked to generate five possible social scenar-
ios in which a specific emotion can emerge. In this way, it
was possible to select those scenarios that were more con-
sistent with HRI, or once an interesting one is generated; it
was asked to modify it in order to focus on social interac-
tion. Then for each of these scenarios was asked to create
a dialogue and then, if necessary, to expand it. Often the
model failed to expand the dialogue without the recurring
use of the emotion terms, so it was asked to replace them
with some expressions that could be metaphors or equiv-
alent expressions. When asked to change scenarios, some
emotions were confused. For example, when the emotion
of anger was requested, the dialogues generated expressed
the emotion of frustration, often repeating the term ”frus-
trating” in the text and vice versa. Similarly, it happened
for stress and nervousness. So for these emotions that could

generate confusion, it was first asked to provide a definition
that clearly distinguished the two emotions. For example, it
was asked to provide a definition that clearly distinguishes
between frustration and anger. Then based on the definition,
it was asked to generate scenarios in which emotion could
emerge distinctly. Actually, the scenarios developed were
more specific, distinguishing the two emotions. The same
was done for stress and nervousness. This demonstrates the
importance of the human expert intervening in all phases to
direct ChatGPT to generate more focused dialogues.

3 Results

The results will be shown first according to a global view
and then in detail for each emotion.

3.1 Global Analysis

With respect to consistency, 86% of the generated con-
texts are consistent with emotion. An example of consis-
tency is this:

• Person 1: Ciao, come stai oggi? (Hello, how are you
today?)

• Person 2: Non molto bene, sinceramente. (Not very
well, honestly.)

• Person 1: Oh, mi dispiace sentirlo. C’è qualcosa che ti
preoccupa? (Oh, I’m sorry to hear that. Is something
bothering you?)

• Person 2: Sı̀, ho avuto un brutto litigio con un caro
amico ieri sera. Siamo finiti per dire cose terribili l’un
l’altro e ora mi sento come se avessi perso una parte di
me stesso. (Yes, I had a bad fight with a close friend
last night. We ended up saying terrible things to each
other and now I I feel like I’ve lost a part of myself.)

• Person 1: Capisco. Litigi del genere sono sempre
molto difficili da gestire. Ma forse potresti cercare di
parlare con il tuo amico e chiarire la situazione? (I
understand. Fights like that are always very difficult
to deal with. But maybe you could try to talk to your
friend and clear the air?)

• Person 2: Ho provato a chiamarlo stamattina, ma non
ha risposto. Non so se vuole ancora parlarmi. (I tried
to call him this morning, but he didn’t answer. I don’t
know if he still wants to talk to me.)

• Person 1: Mi dispiace tanto. Spero che alla fine rius-
cirete a risolvere le cose. Se hai bisogno di parlare, sai
che puoi contare su di me. (I’m so sorry. I hope you
will eventually be able to work things out. If you need
to talk, you know you can count on me.)
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• Person 2: Grazie, apprezzo molto il tuo sostegno. Ma
per ora mi sento solo triste e confuso. (Thank you,
I really appreciate your support. But for now I just
feeling sad and confused.)

In this dialogue, the context is an argument with a friend,
and effectively the sadness that emerges is consistent with
the type of context. In some cases, the generated contexts
did not reflect the corresponding emotion. An example:

• Person 1: Ciao, come stai? (Hello, how are you?)

• Person 2: Non molto bene, devo dire. (Not very well, I
must say.)

• Person 1: Che cosa è successo? (What happened?)

• Person 2: Stamattina mi sono svegliato con un forte
mal di stomaco. Ho passato tutto il mattino in bagno.
(I woke up this morning with a bad stomachache. I
spent the whole morning in the bathroom.)

• Person 1: Ah, mi dispiace sentirlo. Cosa pensi possa
essere? (Ah, I’m sorry to hear that. What do you think
it might be?)

• Person 2: Non ne sono sicuro, ma credo sia stato qual-
cosa che ho mangiato ieri sera. Ho provato un nuovo
ristorante messicano, ma credo che il cibo non fosse
fresco. (I’m not sure, but I think it was something I ate
last night. I tried a new Mexican restaurant, but I think
the food wasn’t fresh.)

• Person 1: Oh no, che schifo. Ti senti meglio adesso?
(Oh no, that’s gross. Do you feel better now?)

• Person 2: Un po’ meglio, ma non ancora del tutto.
Devo ancora prendere qualche medicina. (A little
better, but not quite yet. I still have to take some
medicine.)

• Person 1: Sı̀, è meglio prendersi cura di te stesso.
Spero tu ti riprenda presto. (Yes, you better take care
of yourself. I hope you recover soon.)

In this case, except for ”that’s gross”, the entire dialogue
is centered on a context showing a reaction to physical dis-
comfort. The person feels vomiting because of physical dis-
comfort, as he has probably eaten bad food, and therefore
not because of an emotional reaction of disgust.

Regarding gender, there is a strong imbalance in the
dataset: N=30% M=56% F=14%

In addition, in a couple of cases, the gender count was
canceled because the same person was first male and then
female. Here is an example of a dialogue about frustration:

• Person 1: Ho lavorato duramente su questo progetto
ma non ha (grammar error) ottenuto il successo sper-
ato. (I worked hard on this project but it did not (in the
Italian version-grammar error) achieve the success I
had hoped for.)

• Person 2: Mi dispiace sentirti cosı̀ deluso (indicates
that person 1 is male). Cosa pensi sia andato storto?
(I’m sorry to feel so disappointed (in the Italian ver-
sion indicates that person 1 is male). What do you
think went wrong?)

• Person 1: Non ne sono sicuro, ho messo tutta me stessa
(female gender) ma sembra che non sia abbastanza.
(I’m not sure, I put all of myself (in the Italian version-
female gender) but it seems like it’s not enough.)

• Person 2: Non scoraggiarti, ogni esperienza è una
lezione imparata. Magari hai bisogno di un po’ di
tempo per riflettere e riprovarci con un approccio di-
verso. (Don’t be discouraged, every experience is a
lesson learned. Maybe you need some time to reflect
and try again with a different approach.)

The context overall appears heterogeneous but it is un-
balanced when observed in relation to specific emotions.
For example, for the emotion “Joy,” only three types of con-
text were generated. Specifically, ten contexts are about
success (e.g., passing a university exam, promotion at
work), ten are about leisure (e.g., traveling, starting a yoga
class), four are about luck (e.g., winning the lottery), and
only one is about Personl life situations (receiving a gift).
The type of context will be discussed in depth in the de-
scription of each emotion.

Regarding the quality of interaction, the adherence of
text to the desired manifestation of emotions was evaluated.
In 65% of the dialogues, we can define the quality of
interaction as ”sufficient”. However, some changes were
added later either in terms of grammatical corrections or to
make the dialogue more fluid and natural. In 25% of cases,
there is a poor fit between text and emotion. Finally, in 10%
of the dialogues, the text was completely garbled or did not
reflect the desired emotion. Here are some examples of the
three categories:

Sufficient: Boredom

• Friend 1: ”Cosa c’è che non va, sembri distratta?”
(”What’s wrong, you seem distracted?”)

• Friend 2: ”Sı̀, sto solo pensando ad altro. Questa
lezione mi fa venire la noia.” (”Yes, I’m just thinking
about something else. This class is making me bored.”)

• Friend 1: ”Capisco come ti senti, anche io sto trovando
difficoltà a restare concentrata.” (”I understand how
you feel, I am also finding it hard to stay focused.”)
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• Friend 2: ”Sı̀, vorrei solo essere altrove ora. Anche voi
pensate la stessa cosa, giusto?” (”Yes, I just wish I was
somewhere else right now. You also feel the same way,
right?”)

• Friend 1: ”Sı̀, credo che tutti vorremmo fare altro.”
(”Yes, I think we all would like to do something else.”)

Not much: Anger

• Person 1: ”Non ci posso credere, ho perso l’autobus
per la terza volta questa settimana!” (“I can’t believe I
missed the bus for the third time this week!”)

• Person 2: ”Ma come hai fatto?” (”But how did you do
it?”)

• Person 1: ”Non mi hai visto? Mi hai tenuto a parlare
e l’autobus è passato sotto il mio naso!” (”Didn’t you
see me? You kept me talking and the bus passed right
under my nose!”)

• Person 2: ”Non è colpa mia se sei sempre in ritardo!”
(”It’s not my fault you’re always late!”)

• Person 1: ”Ma certo che è colpa tua! Non riesci mai
a smettere di parlare e poi ti lamenti se arrivo sempre
tardi!” (”Of course it’s your fault! You can never stop
talking and then you complain that I’m always late!”)

• Person 2: ”Ok, ok, calmati! Non c’è bisogno di arrab-
biarsi!” (”Okay, okay, calm down! No need to get an-
gry!”)

• Person 1: ”Ma come faccio a non arrabbiarmi? Questo
mi fa perdere tempo e soldi!” (”But how can I not get
angry? This wastes my time and money!”)

• Person 2: ”Hai ragione, mi dispiace. Cercherò di es-
sere più attento la prossima volta.” (”You’re right, I’m
sorry. I’ll try to be more careful next time.”)

No: Hope

• Character A: ”Spero solo di non sembrare troppo stres-
sato/a stasera.” (”I just hope I don’t look too stressed
out tonight.”)

• Character B: ”Non preoccuparti, sei bellissimo/a e la
serata sarà fantastica.” (”Don’t worry, you look beau-
tiful and the evening will be great.”)

• Character A: ”Speriamo che ci siano delle sorprese
piacevoli stasera, vorrei che fosse tutto diverso dal
solito.” (”Hopefully there will be some pleasant sur-
prises tonight, I’d like everything to be different than
usual.”)

• Character B: ”Stasera sarà diversa dal solito, perché
sarà proprio come ci piace. Semplice e piena di sper-
anze!” (”Tonight will be different than usual, because
it will be just the way we like it. Simple and hopeful!”)

3.2 Single Emotion Analysis

Below we show the analysis of each of the 14 emotions
according to the 4 parameters outlined in the methodology
section.

• JOY

– Consistency = 100%

– Gender = N 12% M 80% F 8%

– Contexts = 10 Success, 10 Leisure, 4 Luck, and
only 1 is about personal life situations

– Quality of interaction = Sufficient 64% Not much
36%

• SADNESS

– Consistency = 92%

– Gender = N 46% M 54% F 0

– Contexts = Heterogeneous mainly generic and
interpersonal

– Quality of interaction = Sufficient 88% Not much
12%

• ANGER

– Consistency = 100%

– Gender = N 12% M 55% F 33%

– Contexts = Heterogeneous, sometimes reactions
out of proportion to the context

– Quality of interaction = Sufficient 88% Not much
12%

• FEAR

– Consistency = 100%

– Gender = N 24% M 72% F 4%

– Contexts = Mostly related to horror contexts
(shadows, animals, running away from someone)
- Absence of contexts related to more interper-
sonal or social fear, such as fear of the future.

– Quality of interaction = Satisfactory 72% Not
much 28%

• SURPRISE

– Consistency = 100%
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– Gender = N 24% M 76% F 0%

– Contexts = Heterogeneous

– Quality of interaction = Satisfactory 88% Not
much 12%

• DISGUST

– Consistency = 96%

– Gender = N 72% M 28% F0

– Contexts = Highly related to foods, insects, ob-
jects. No examples related to people’s behaviors
or abstract concepts. Only in two cases is there a
reference to disgust as a result of a person’s be-
havior.

– Quality of interaction = Sufficient 84% Not much
16%

• FRUSTRATION

– Consistency = 28%: in three cases there is con-
fusion with anger

– Gender = N 46% M 50% F 4%

– Contexts = Heterogeneous, sometimes reactions
out of proportion to the context

– Quality of interaction = Sufficient 80% Not much
20%

• EMBARRASSMENT

– Consistency = 68% sometimes there is confusion
with guilt.

– Gender = N 44% M 48% F 8%

– Contexts = Heterogeneous

– Quality of interaction = Sufficient 76% Not much
24%

• BOREDOM

– Consistency = 92%

– Gender = N 16% M 56% F 28%

– Contexts = Heterogeneous, mainly leisure time

– Quality of interaction = Sufficient 56% Not much
28% No 16%

• NERVOUSNESS

– Consistency = 88%

– Gender = N0 M 53% F 47%

– Contexts = Heterogeneous

– Quality of interaction = Sufficient 68% Not much
20% No 12%

• MELANCHOLY

– Consistency = 88%

– Gender = N 40% M 60% F0

– Contexts = Heterogeneous

– Quality of interaction = Sufficient 68% Not much
16% No 16%

• GUILT

– Consistency = 92%

– Gender = N 40% M 40% F 20%

– Contexts = 24% relate to work contexts, while
most are related to interpersonal or social situa-
tions (e.g., arguing with a friend, neglecting fam-
ily, telling a lie, etc...)

– Quality of interaction = Satisfactory 52% Not
much 44% No 4% . In many dialogues the lan-
guage appears out of proportion to the emotion

• HOPE

– Consistency = 100%

– Gender = N 52% M 36% F 16%

– Contexts = 28% relate to work contexts, 44% re-
late to medical contexts, 28% relate to interper-
sonal or social situations

– Quality of interaction = Satisfactory 28% Not
much 64% No 8% . Often the language seems
to belong more to fear or nervousness and not to
hope. Here is an example:

• Studente 1: ”Sto preparando questo esame da giorni,
spero di ottenere un buon voto.” (”I’ve been preparing
for this exam for days, I hope to get a good grade.”)

• Studente 2: ”Sono sicuro che andrà tutto bene, hai stu-
diato tanto e sai quello che fai.” (”I’m sure you’ll do
well, you’ve studied hard and you know what you’re
doing.”)

• Studente 1: ”Sı̀, ma ho paura di non ricordare tutte le
informazioni durante l’esame.” (”Yes, but I’m afraid I
won’t remember all the information during the exam.”)

• Studente 2: ”Non preoccuparti, vai tranquillo e non
lasciare che l’ansia ti prenda il sopravvento. Spero che
otterrai la valutazione che meriti.” (”Don’t worry, go
easy and don’t let anxiety get the best of you. I hope
you will get the grade you deserve.”)

• Studente 1: ”Grazie per il supporto! Ho davvero
bisogno di sentirlo. Speriamo che andrà tutto bene.”
(”Thank you for the support! I really need to hear it.
Hopefully everything will be okay.”)
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• Studente 2: ”Sarà cosı̀, cerca di rilassarti e di essere
positivo. La speranza è la chiave del successo.” (”It
will, just try to relax and be positive. Hope is the key
to success.”)

• STRESS

– Consistency = 84% . Sometimes confusion with
nervousness

– Gender = N 0 M 83% F 17%

– Contexts = 56% relate to work contexts, the re-
maining are heterogeneous

– Quality of interaction = Satisfactory 60% Not
much 12% No 28%

3.3 Analysis of Dialogues “Without Words”

As for dialogues generated without the word expressing
the emotion emerging, most generated contexts consistent
with the emotion. Not very consistent were the dialogues
of Boredom, Fear, Surprise and Hope. In contrast, only 1
out of 5 of the Disgust dialogues was found to be consis-
tent. The other 4 were so confused that they could not be
classified. Here is an example:

• Person 1: ”Che schifo...quella lı̀ sembra venuta diret-
tamente dal nido delle rane!” (”Gross...that one looks
like it came straight from the frogs’ nest!”)

• Person 2: ”Davvero, mi ha fatto venire il voltastom-
aco. Però non possiamo farci niente al riguardo... forse
conviene che andiamo a prendere un po’ d’aria fresca.”
(”Really, it made me sick to my stomach. We can’t do
anything about it though...maybe we’d better go get
some fresh air.”)

• Person 1: ”Sı̀, direi che hai ragione. Quando si vedono
situazioni simili, l’unica cosa da fare è portare il nonno
in braccio in giro per la città, almeno la compagnia è
più gradevole!” (”Yes, I would say you are right. When
you see situations like that, the only thing to do is to
carry Grandpa around town, at least the company is
more pleasant!”)

Furthermore, right among the dialogues of Disgust-W.W.
a stereotype about Neapolitans emerged. Here is the dia-
logue:

• Person 1: ”Oh, guardate quella lı̀...è più volgare di
un bidone di spazzatura a Napoli!” (”Oh, look at that
one...she’s grosser than a garbage can in Naples!”)

• Person 2: ”Sı̀, mi ha messo i brividi appena l’ho vista.
Comunque, perché non ci beviamo un po’ d’acqua in-
sieme? Cosı̀ ci togliamo lo schifo di bocca!” (”Yeah,

she gave me the creeps as soon as I saw her. Anyway,
why don’t we have some water together? That way we
can get the filth out of our mouths!”)

• Person 1: ”Mi pare un’ottima idea, non vedo l’ora di
liberarmi di questa sensazione.” (”That sounds like a
great idea, I can’t wait to get rid of this feeling.”)

It is not only not at all sufficient from the point of view of
language, but a stereotype clearly emerges. Regarding gen-
der and contexts, the number of dialogues is small to draw
specific inferences, however, we can say that they seem to
reflect the general trend. As for the quality of interaction,
it appears worse than the basic dialogues, that is, the non-
W.W. dialogues. In fact, in 43% of the cases the quality
of interaction was rated as ”sufficient”, in 32% of the cases
”not very much”, and in 25% ”no”. The sum of ”not very
much” and ”no” is also 57% thus exceeding the percentage
of those considered sufficient.

4 Discussion

The dataset analysis identified strengths and weaknesses
that will allow for guidelines for constructing the larger
dataset. Consistency between context and emotion is the
main strength as it allows for high reliability in automati-
cally generating dialogues: this allows for fast data genera-
tion. Clearly, as the results show, dialogues must always be
validated by a human operator, as the conversations gener-
ated were not always consistent. Also, concerning the type
of contexts, we need to be careful so that they are as hetero-
geneous as possible, perhaps by including contexts increas-
ingly inherent in the interpersonal and social spheres that
reflect possible HRI situations. The analysis of the gender
distribution allowed us to observe the large imbalance in fa-
vor of the male gender. This will enable us to correct a bias
and reflect more generally on training AI systems that need
to be as heterogeneous as possible. Regarding this point,
the case of dialogue in which there is a stereotype about the
city of Naples should also give us some thought. Finally,
the quality of the interaction almost always needs modifi-
cation by the human operator, either for grammatical errors
that are occasionally observed, to adjust the language to the
emotion, or to make the dialogues more natural.

5 Conclusions and Future work

We conducted a pilot study to guide the construction of
an Italian dataset for emotion recognition. After determin-
ing the methodology and defining the procedure, we used
ChatGPT to generate dialogues quickly. Together with pro-
fessionals specialized in psychology, we analyzed 420 dia-
logues about 14 emotions to check the balance of the dataset
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from different points of view (context-emotion consistency,
gender distribution, types of context generated, and qual-
ity of interaction). The results show that there are advan-
tages and limitations to using automatic dialog generation
systems and that, certainly, the construction of the dataset
cannot disregard the human operator’s control. The most
significant advantage is the speed of data generation, and
it was seen that, in most cases, there is consistency be-
tween emotion and generated contexts. Of course, one still
needs to control the dialogues to make the contexts hetero-
geneous and more focused on interpersonal and social as-
pects. The study also drew attention to the distribution of
gender, which is largely unbalanced on the masculine and
therefore will allow later to generate dialogues in which it
is explicitly requested that the feminine and neutral gen-
ders emerge in a way that balances the dataset. Also, con-
cerning the language used and thus the quality of interac-
tion, numerous changes have been made to the dialogues in
terms of grammatical, form, and content corrections. De-
spite this, however, another advantage was that dialogues
could be created from scratch, directing ChatGPT to gener-
ate dialogues oriented according to criteria defined a priori
by the authors. Future work will exploit the information
from this study to create a larger, balanced, HRI-oriented
dataset. On the other hand, we aim at integrating our frame-
work with emerging challenges due to novel big data trends
(e.g., [4, 11, 2, 16, 10]).
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Abstract— Designing E-Health services that are accessible, 

engaging, and provide valuable information to patients is an 

endeavor that requires research and validation with potential 

users. The information needs to be perceived as trustworthy and 

reliable, in order to promote people’s ability to make informed 

decisions about their health. This article focuses on understanding 

the potential of conversational user interfaces featuring digital 

humans as communication agents to provide healthcare-related 

information to users. The main insights inform whether this 

interaction style can provide a higher level of accessibility and 

engagement for users, thus creating a better user experience. Since 

digital humans are not yet extensively adopted in the healthcare 

domain, few design guidelines are available. The work followed the 

human-centered design approach to gather requirements and 

feedback from users. This led to defining six guidelines and an 

extensive set of observations about user experience and 

accessibility. 
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I.  INTRODUCTION

Digital healthcare services are steadily developing and 
growing, with an increasing number of people relying on them 
to manage and monitor their health. However, these services 
often show low adoption rates and fail to meet their goals. One 
of the main causes of low adoption rates is the failure to meet 
patients and healthcare professionals’ needs and expectations, 
due to a lack of understanding of requirements from designers 
and developers [1]. Other factors that hinder the adoption of e-
Health services include usability issues, privacy concerns, 
culture, and flow disruption [2].  The involvement of patients in 
the design of e-Health services allows creating a better user 
experience and is crucial to achieve acceptability and adoption. 

When a user is engaging with healthcare systems or services, 
the most appropriate term is “patient experience”, rather than 
“user experience”. The Beryl Institute defines PX as “the sum of 
all interactions shaped by an organization’s culture that 
influence patient perceptions across the continuum of care” [3]. 
Changing the term from “user” to “patient” allows considering 
healthcare-specific concepts, such as health literacy. Research 
has shown that a positive patient experience is one of the 
strongest indicators of patient retention and adherence to therapy 

[4]. For this reason, patient experience becomes one of the main 
measures of the quality of healthcare systems and products. 

e-Health services can make healthcare more accessible to
everyone, and thus serve the needs of both patients and 
healthcare professionals and providers. To achieve this, it is 
crucial to provide information that is reliable and accurate to the 
patients. In recent years, the trend of patients turning to other 
patients and to the internet to find health-related information has 
seen an increase [5]. Despite the benefits that finding comfort 
and empathy from others in similar situations can bring, it is 
crucial to ensure that people have access to reliable and scientific 
information, and that they are redirected to a professional 
whenever it is needed. 

The research took place within a specific case study 
proposed by Roche. The company wanted to redesign an 
informational ophthalmology website to feature a digital human 
substituting the traditional text-based website. The goal of the 
redesign was to make the content accessible and available to all 
users, regardless of their visual acuity level. The scope of the 
website is to provide informative material about eye conditions, 
how to recognize them and how to act accordingly. 

Low vision and vision impairments is a global health 
concern: the World Health Organization [6] reports that over 2.2 
billion people are living with a form of visual impairment. 
Additionally, Tham et al. [7] explain that ophthalmology is one 
of the medical fields that is most lagging in terms of 
digitalization and e-Health services. This generally led to the 
ophthalmology sector not being ready nor able to face the 
COVID-19 crisis. The authors believe that there is potential to 
develop a more digital approach to ophthalmology. e-Health 
services aim at extending the scope of healthcare provision [8]. 
To achieve this, it is crucial to provide information that is 
reliable and accurate to the patients.  

This research activity was conducted as Master thesis work 
of the main author, and extensive information can be found in 
the original document submitted at Aalto University [9]. focused 
on the following research problem: e-Health services aiming at 
providing valuable and reliable information to potential patients 
often fail to be emotionally supportive and informative for 
people who are starting to explore the implications of health 
conditions.   
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Following this, two research questions were formulated to 
guide the research. 

• RQ1: Based on empirical research using human-
centred design methods, can conversational user
interfaces featuring digital humans help make e-
Health services more accessible for patients with
vision defects, to provide them with the information
they need and with emotional support?

• RQ2: What guidelines can be suggested to foster the
improvement of the accessibility and emotional
support of e-Health services through conversational
interaction?

Emotional support is a crucial aspect to consider when 
designing e-Health services. In fact, medical interventions are 
most likely to be successful when the doctors are emotionally 
supportive and friendly, and when they treat the patient as a peer 
[10]. The literature shows that, if properly designed and 
implemented, the natural language-based interaction can 
increase engagement and lead to improved patient experience 
[11]. However, it is important to note that conversational agents 
can set higher expectations from the users due to their realistic 
nature, which can also result in higher levels of frustration if 
these expectations are not met [12].   

User research with people living with low vision and their 
caregivers was conducted to understand whether using 
conversational user interfaces featuring digital humans can 
provide a more accessible interaction modality. A list of 
guidelines and best practices was created to help designers 
approach conversational user interfaces featuring digital 
humans. 

II. METHODOLOGY

A. User groups

Courage and Baxter [13] define three groups of users, based on 
the impact that the product has on them. The first group, primary 
users, interacts with the service, and benefits directly from the 
interaction. Secondary users might not interact with the service 
themselves, but nonetheless benefit from primary users’ 
interactions, or they can influence these interactions. Finally, 
tertiary users are people or organizations who have decision 
power on whether to start using a service, and thus indirectly 
benefit from its usage. Figure 1 shows the division of the user 
groups that were considered in this case study. 

Primary users include people who are starting to experience 
a decline in their vision and want to gather information about eye 
conditions and the caregivers of people living with these 
conditions. Another potential primary user group is composed 
by people who have not yet started experiencing vision decline, 
who nonetheless heard about it and want to gather more 
information.  

Secondary users are healthcare professionals, who might 
benefit from the service because it relieves them from some 
work burden, as it can act as a first informative encounter for 
patients.  

Tertiary users include ophthalmology clinics, which will 
benefit from their healthcare professionals having more quality 
time to dedicate to patients. 

B. Research activities focus

The research evaluated several aspects of the CUI-based 
interface approach. The overarching goal was to ensure that the 
digital human can be a valuable agent to con-vey health-related 
information. It evaluated the usability of the conversational user 
interface. In order to focus the scope of the research, the 
ergonomic criteria presented by Bastien and Scapin [14] were 
adopted. In particular, the research focused on the criteria of 
guidance, workload, explicit control, error management and 
consistency. The research additionally focused on the 
accessibility of the conversational user inter-face. Finally, the 
research investigated the digital human’s ability to enhance the 
emotional engagement and support of users receiving 
information about eye conditions.  

In order to provide a positive experience and a pleasant 
interaction, the digital human should be perceived as empathic, 
engaging, and trustworthy. In fact, the relationship between the 
digital human and the user should be based on trust, to ensure 
acceptance of the information and the ability to act on it.  

A good entry point to building trust in the digital human is 
having affinity between the agent and the user. Affinity with a 
digital agent is influenced by the perceived realism of the 
interaction. A project featuring digital human agents must focus 
on creating an experience that gives the users the impression that 
they are interacting with a real person [15]. To achieve this, the 
interaction between the person and the agent must not trigger the 
so-called uncanny valley effect, a negative feeling of eeriness 
and discomfort when interacting with human-resembling 
characters [16]. The uncanny valley effect theory explains that 
increased realism and anthropomorphism increase the affinity 
level that a person perceives for a digital agent. However, there 
is a point (the uncanny valley), where the resemblance to a real 
human is very high, but not high enough to be pleasant. This 
causes feelings of eeriness and discomfort in the users, which 
then leads to unpleasant experiences with the agent. Movement 
reinforces this effect: moving stimuli cause a much stronger 
effect compared to still ones [16].  

This effect could strongly impact the users' perceptions of 
the trustworthiness and reliability of the service. The 

Figure 1 User groups 
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overarching goal of the research presented in this article was to 
ensure that the digital human can be a valuable agent for 
conveying health-related information. 

C. Methodology and participants 

Figure 2 shows the interface presented to the participants. The 
digital human occupies the middle of the screen. On the top left 
corner there is an accessibility menu, on the bottom left corner a 
backward button and, on the bottom right corner, a forward 
button. The white band in the middle shows visual feedback of 
the captured words when the user is speaking. Next to the 
forward button, the options among which the users can choose 
are displayed. The buttons are in grey for non-available content 
and in orange for available content.  

 

The interface that the participants interacted with was a high-
fidelity horizontal prototype. This means that almost all the 
functionalities that the final product should contain were 
developed to a certain extent: 

• It was possible to use speech interaction, but only to 
choose among the presented options, and not to freely 
interact with the digital human. 

• Out of the three conditions that were meant to be 
addressed in the service, only one flow was working.  

• The accessibility options could be explored, but only 
the text size control worked.  

This resulted in the need to give a quite strict and detailed 
scenario to the participants, for them not to incur in dead ends or 
errors and to avoid unnecessary frustration.  

The chosen research methodology was participant 
observation, paired with follow-up semi-structured interviews. 
This methodology is well-suited for the use case because it 
allows observing how users would naturally interact with the 
system on the first time that they access it. This article will focus 
on the user research results, which informed the six guidelines' 
design. 

A total of eighteen participants was recruited. Fourteen of 
them were recruited through Roche's Patient Advisory board, 
and ten of them took part in one-on-one interviews. Four more 
participants were recruited through usertesting.com. Twelve 
people were living with low vision; six were caregivers or people 
involved in prevention and advocacy for low vision conditions. 
Six people were not visually impaired, six were mildly impaired, 

and six were severely impaired, meaning they could see very 
little, and three used screen readers.  

67% of the participants were older than 50 years of age. This 
distribution represents the potential target group for an 
informative ophthalmology service. However, most of the 
participants were quite knowledgeable about eye conditions, 
which is not expected from potential service users. Besides this, 
the target group of this service would generally not be highly 
visually impaired but looking for more information about eye 
conditions.  

None of the participants had used the service before, thus 
allowing to investigate discoverability and learnability. This also 
resulted in the participants having a homogeneous familiarity 
level with the service, making results more consistent.  

The results presented in this article derive from the 
combination of the fourteen one-on-one calls evaluating the 
prototype with potential users and two focus groups organized 
afterwards. The one-on-one calls panel featured ten Patient 
Advisory board members and four people recruited through 
usertesting.com. The four usertesting.com participants did not 
join the focus groups, but four more Patient Advisory board 
members were involved in this phase. This means that a total of 
fourteen participants were recruited for both sessions. The focus 
groups were organized in two rounds: six participants took part 
in the first focus group and eight participants in the second.  

 

III. RESULTS 

The sessions produced sixty-two items (individual observations 
and comments), both negative and positive, which exemplify the 
perceptions of the participants' panel. These items were then 
aggregated and will be presented here in the form of insights, 
divided in the different aspects that were taken into 
consideration. These aspects are:  

• Usability and guidance: the overall appreciation level 
of the functionalities of the service and its ability to 
instruct the users on how to navigate it.  

• Accessibility: with a focus on low-vision participants. 
• Content, trustworthiness and reliability: quality of the 

presented content and people’s level of trust for the 
information coming from the digital agent. This aspect 
is particularly important given the nature of the 
information provided.  

• Emotional support: people’s feeling of investment 
towards the digital human’s speech, and the perceived 
support from the agent.  

• Perception of realism: people’s perception of the 
realism of the interaction. This is linked to the 
Uncanny Valley effect, which might hinder a positive 
experience with the digital human. 

The participants were given a clear scenario and the unavailable 
content was marked. They were asked to gather more 
information about a specific eye condition, and they were free 
to go through the content in the way that they preferred 

Figure 2 Interface 
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(interacting through speech or using buttons). The digital 
human told some information at every step and then allowed the 
user to select a path by presenting options.  

A. Usability and guidance 

Two participants reported that the current guidance may not be 
sufficient for people looking for generic information, meaning 
users who are not knowledgeable about eye conditions. For this 
reason, several participants encouraged allowing users to start 
the navigation from the symptoms. People's personal situations 
and experiences should be a focus when creating an e-Health 
service.  

The participants noted that the available options and the 
digital human's speech must not create dissonance. This means 
that they should be consistent and not confusing. An unclear 
situation was when the digital human mentioned the eye 
conditions' names before allowing the users to select one of 
them. This situation was specifically problematic for visually 
impaired participants using screen readers, who could not read 
the options labels and solely rely on the spoken guidance. The 
research session showed the need for careful design of the 
options presented.  

Three participants remarked that the list of options available 
at each stage of the interaction was very long. The number of 
options and their quite complex names make it hard to remember 
the label for the one to choose. The spoken text should therefore 
be as short as possible when presenting options. Besides, options 
should be selectable by number or synchronously with the 
speech. This means that, when the options are presented, the 
interface should respond to speech commands such as "this one" 
or "the first option". Finally, options must be available for 
restatement at any time.  

About 20% of the participants questioned whether the user 
group of people older than seventy years would be able to use 
the service, meaning whether they could operate the website and 
know how to interact with the digital human. This user group 
could make up a big portion of the intended users, since many 
eye conditions onset in late life stages. More research would be 
needed to explore this topic, involving less educated and 
technically skilled participants. 

B. Accessibility 

Many of the accessibility issues that were found came from 
people who were using screen readers or struggled to see the 
screen in any other way.  

As discussed in the previous section, screen reader users 
struggled the most with presenting options. However, the 
combination of the digital human's speech and the screen reader 
listing the different buttons on the screen seemed to work fine. 
Screen reader users need the assistive technology and appreciate 
it, so it is not advisable to disable it or force the users not to use 
it.  

One participant said: “I like my screen reader because I’m 
now used to the way it speaks. At the beginning I was skeptical 
about this service for this reason. But after trying it, I have to 
say I really enjoyed it and I would prefer it over the screen 
reader”. Despite this very positive feedback, there was no clear 

consensus across participants about the added value of the digital 
human over the screen readers. Some participants said they 
would prefer to get information from a plain text website using 
their screen reader because it might be more efficient, while 
others appreciated the interaction with the digital human.  

The research session showed that the possibility of pausing 
the conversation is a fundamental feature of this kind of service. 
Some participants reported that they might want to take notes or 
talk to someone else, but without pausing, they could not do it 
because they would miss content. Besides this, some participants 
reported that the service should provide the possibility to enable 
and disable the speech recognition.  

Participants appreciated the flexibility provided by having 
both speech interaction and buttons. Three participants reported 
that providing users with as many options as possible is crucial 
to cater to different preferences and needs. 

C. Content, trustworthiness and reliability 

In general, the digital human seemed to inspire the impressions 
and feelings that the team envisioned. Participants perceived the 
digital human as trustworthy, knowledgeable, invested, and 
friendly. This suggests that people are likely to build a positive 
relationship with the digital human, and that they would trust it. 
In fact, the participants reported that they consider the 
information reliable.  

Over 75% of the participants were highly educated in the 
field of eye conditions. For this reason, they reported that the 
level of depth of the content would not be very suitable for them, 
but that it would have been perfect for someone who is just 
starting to approach eye conditions for the first time. Almost all 
participants reported that the service should provide the 
possibility to go into detail to cater to users with different 
knowledge levels. For example, they wished to receive more 
daily life coping suggestions. 

D. Emotional support and engagement 

About 70% of the participants reported that they found the 
conversation engaging. One participant said that had there been 
more content, they "would have liked to explore more". This was 
not the only positive content in this sense, with another person 
saying they were “kind of hooked into it”.  

About 20% of the participants explicitly reported that the DH 
version of an informative service would be “less impersonal” 
than plain written text. Some participants mentioned that it 
looked like the digital human was invested and interested in what 
they were saying.  

However, the two focus groups gave very different and 
contrasting results regarding emotional support, making it hard 
to draw overarching conclusions. The general trend seems to be 
that the digital human can provide a generic form of emotional 
support better than plain text but that the core of the emotional 
support work should be left to real humans. One participant 
explained that it would be beneficial to have testimonials from 
other patients, but that this cannot be provided by the DH, which 
needs to “step aside” and leave space for videos of real people 
to convey this kind of information. 
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E. Perception of realism (Uncanny Valley effect) 

Most participants (about 90%) considered the voice realistic 
enough to be both engaging and informative. Sighted 
participants reported that the digital human looked realistic, up 
to the point that one participant said that the digital human 
“made her feel like she was real”. Two participants said that 
they did not like the experience, but there seemed to be no 
evidence of a strong uncanny valley effect among the 
participants. The movements of digital humans are crucial to 
determine perceived realism but only one participant reported 
that they were distracted by the lack of syncing of the speech and 
the lips movements. Besides this, some participants did not like 
some of the movements that the DH was performing, especially 
while waiting (such as looking at an imaginary watch), because 
they felt like they were not respectful. These comments show the 
importance of carefully designing the movements of a digital 
human. 

F. General insights  

The results of the user research are encouraging to keep 
investigating the potential of digital humans and speech 
interaction to provide information about ophthalmic conditions. 
However, more work needs to be done to provide a completely 
accessible service that would answer the needs of all users. The 
main accomplishment of the case study service is that people 
consider it a reliable source of information that they would trust 
and listen to. This is a great achievement that contributes to 
moving towards the goal of informing people and fostering 
prevention. 

IV. DISCUSSION 

A. Answers to RQ1 

The results of the research suggest that people tend to react 
positively to a digital human conveying information about eye 
conditions. This type of agents seems to have the potential to 
provide more personalized explanations, which results in a 
deeper connection with the user. Users reported feeling “as if 
someone was there with them”. The concept was generally well 
accepted, despite the idea that this kind of interaction might not 
be for everyone.  

People with high visual impairment generally appreciated 
being talked to rather than going through a static webpage. 
Caregivers also reported that it could have been beneficial to 
have this kind of service when their loved ones started to 
experience symptoms. A conversational user interface embodied 
by a digital human can provide personalization and a human 
touch, which people appreciate.  

For people with a low-severity condition, speech interaction 
allows avoiding the fatigue from reading content on a screen. 
People living with a high-severity condition enjoy hearing a 
human-like voice instead of the more robotic screen reader's 
voice (albeit the latter being much faster and possibly more 
efficient). Furthermore, providing content optimized for 
listening and not for reading is an advantage because written 
content follows a generally more complex structure than spoken 
one.  

In conclusion, conversational user interfaces using digital 
humans as communication agents appear to have great potential 
in providing users (especially low-vision users) with healthcare- 
related information. This information is perceived as factual and 
trustworthy, and the additional support that a conversational 
agent can provide is appreciated and can contribute to a better 
user experience.  

B. Answers to RQ2 

The research insights allowed building a set of six guidelines that 
designers and researchers should consider when creating a 
conversational user interface-based service. These guidelines are 
shown in Table 1.  

TABLE I.  RESULTING GUIDELINES 

Code Guideline 

G1 Ensure that the digital human is as realistic as possible, not only 
in its looks, but also in its movements.  

G2 Create a conversation flow that is clear and easy to follow. Do 
not use long sentences and reduce the language complexity as 
much as possible. Focus on UX writing. 

G3 When presenting options, do it in the simplest and most rapid 
way possible, and allow users to listen to the options as many 
times as they want. Allow flexibility on how the options can be 
chosen. 

G4 Ensure that a text version of the content is also available. 

G5 Ensure that navigation is easy and as self-explanatory as 
possible.  

G6 Ensure compatibility with assistive technologies and provide 
flexibility, personalization and integration. 

 

1) Guideline 1 
To provide a good user experience and smooth interaction, the 
digital human's appearance must be realistic in looks and 
movements. Movement appears to be a determinant for the 
perception of realism and therefore needs to be both fluid and 
plausible. The design of the digital human should not only focus 
on the fluidity of movements (which is utterly important), but 
also on their plausibility. This is well documented by Mori’s 
work [14] and was observed during the tests.  

One practical example from the case study is that when the 
digital human was waiting for the user to make a choice, she 
would scratch her head or look at her watch. This is something 
that no real human would ever do because it can easily be 
perceived as rude or inappropriate. It then results in a lower score 
in terms of realism.  

2) Guideline 2 

The content must be optimized for speech. The ways written and 
spoken content are structured are very different. For this reason, 
it is important to focus efforts on user experience writing to 
provide a conversational flow that feels natural to the listener, 
easy to understand, and provides all the necessary information. 
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Optimising content for speech allows to avoid flow 
disruptions, one of the main reasons for missed adoption and 
dropout of e-Health services [2].  

3) Guideline 3 

One factor that seems to play a major role in the perception of 
CUI is how options are presented and selected. Choosing among 
options must be as simple and as straightforward as possible to 
achieve a successful interaction. Choosing entails a high 
cognitive load for the receiver, who needs to remember all the 
options and then go through the decision process.  

In spoken interaction, losing track of the different options 
and forgetting them is easy. The digital human must also be able 
to repeat the options as often as needed. Finally, it is extremely 
important to provide flexibility in choosing options. The 
conversational user interface should be trained to recognize 
synonyms, cardinal indications, partial answers, and answers 
synched to the speech. Implementing a good mechanism for 
choosing options allows to act on the ergonomic criteria of 
guidance, workload, explicit control [14]. This allows for much 
more natural interaction and, thus a better user experience. 

4) Guideline 4 

The service must provide a written version of the content as well 
as a spoken one. This can benefit users with hearing impairment, 
users who do not appreciate conversational user interfaces, and 
users who are in a hurry or already know what content they want 
to look for. Providing a text-based version of the content would 
greatly enhance the user-friendliness of the website, and it is a 
standard accessibility practice. 

5) Guideline 5 

One area of concern that needs to be addressed is the navigation 
of the service, especially when a lot of content organized on 
different topics is added to the information structure. It is worth 
considering whether it would be beneficial to have a menu, using 
standard navigation within the CUI.  

Otherwise, navigation possibilities should be provided in 
another form, for example by requesting the DH to navigate to a 
different section. The ability to pause, go backward, and skip 
forwards in the digital human's speech is fundamental to 
providing a positive user experience because it allows flexibility. 
Speech commands should be intuitive and easy to trigger. This 
once again improves the flow of the interaction with the system, 
which is crucial to increase adoption and improve the user 
experience [2]. 

6) Guideline 6 
Screen readers should not be disabled or discouraged during the 
interaction. For this reason, compatibility between the 
conversational user interface and assistive technologies should 
be the goal instead of complete substitution. The digital human 
is, in this case, an improvement of the user experience in that it 
makes the user feel like they are interacting with a more human 
entity, rather than to a digital system, which improves 
engagement [11]. 

However, the need for assistive technologies should be 
reduced as much as possible by providing self-explanatory ways 
to navigate and interact with the interface. The digital human’s 
speech and the screen reader output should not be antagonizing 

one another but working synergically to provide the best user 
experience possible. This requires testing with users who 
regularly utilize screen readers to navigate digital services.  

C. Limitations 

The research has limitations that need to be acknowledged, and 
that can inform the planning of future research. In summary, the 
main methodological limitations are: 

• The small number of participants in the user-based 
sessions. 

• Their rather homogeneous demographics and 
background. 

• The little availability of testable content, which impacts 
the ability to test how people would navigate the content 
and whether the information architecture could support 
meaningful exploration. 

• The inability to run complete and thorough tests with a 
consistent group of primary users with lower 
technological skills, lower or no knowledge about eye 
conditions and starting to experience vision loss. 

A qualitative study like the one performed in this case study 
relies on a small amount of in-depth data coming from 
individuals rather than a big sample of quantitative data. For this 
reason, future work should focus on incorporating quantitative 
analysis to complement the insights coming from a qualitative-
based approach. 

Acting on these limitations would provide more 
generalizable results, allowing for an experience that caters to all 
users' needs. Future research should be conducted to ensure that 
the concept of receiving healthcare-related information is well 
accepted by people who are not very skilled with digital services. 
Testing whether different cultural backgrounds or different age 
groups show different opinions about the experience could also 
provide valuable insights. 

Future research is also needed to gauge the limits of the 
potential of CUIs and digital humans. Having a clear overview 
of the areas where the digital human cannot provide a positive 
user and patient experience is important for the development of 
similar services. 

In general, more research is needed to be able to confidently 
affirm that CUIs using a digital human as a conversational agent 
are a good tool to provide healthcare-related information. 
Nonetheless, the results that have been presented in this article 
are encouraging and show the potential of such solutions.   

V. CONCLUSIONS 

This work focused on the case study suggested by Roche of re-
imagining an ophthalmology patient’s website to leverage a 
conversational user interface approach. The goal was to evaluate 
whether using a digital human as a conversational agent would 
provide a better user experience and higher emotional support to 
users looking for information about eye conditions. The case 
study allowed for a broader discussion about the potential that 
digital humans have in offering healthcare-related information. 
Understanding whether people would consider the information 
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coming from such an agent to be trustworthy and reliable is 
crucial for the success of this kind of services.   

The research provides insights into the positive and negative 
aspects of having digital humans as agents in a conversational 
user interface. Users generally appreciated the concept: they 
found it engaging, trustworthy and easy to use. However, there 
are some aspects that could not be addressed during this 
research, and which need further understanding.  

The primary areas that need to be addressed are guidance, 
navigation, and error management. Nonetheless, the positive 
feedback gathered from the participants of the evaluation 
sessions indicates that it is worth investing in the research and 
development of this relatively new services. In fact, the work 
showed that conversational user interfaces and digital humans 
have the potential to positively impact the user experience of 
informational websites providing healthcare-related content, 
both in terms of accessibility and engagement.  

The six guidelines that resulted from the research activity 
give initial directions for designers and developers to build 
conversational user interface featuring digital humans. 
However, they will need to be complemented with other 
guidelines emerging from further research.  

Future research should be conducted to ensure that the 
concept of receiving healthcare-related information is well 
accepted by people who are not very skilled with digital services. 
In fact, conversational user interfaces might have the potential to 
make websites more accessible for people who generally 
struggle with technology and the Internet, but this needs to be 
checked systematically, to provide a generalizable result. 
Besides this, conducting more quantitative research might be 
valuable to ensure that the appreciation of the interaction with 
digital humans can be proved through statistical evidence as 
well. 

More research can also ensure the generalizability of the 
results, but the current outlook is positive. In fact, the results 
showed that the current level of technological ability to 
reproduce a human generally manages to provide a positive 
experience for users interacting with the agent. Besides this, 
people find the information trustworthy and reliable, which is 
crucial when conveying healthcare-related information.  

Based on the results and insights collected through this 
research, e-Health services can leverage the capabilities of 
conversational user interfaces and digital humans to provide a 
better user experience. 
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Abstract—The utilization of dynamic contextual information in 

end-to-end automatic speech recognition has been an active 

research topic. Generally, the popular Contextual LAS (CLAS) 

provides favorable all-neural solutions. Nevertheless, it cannot be 

extended to large bias lists without many cases of recognition 

errors caused by similar pronunciation or word fragment 

repetition. To address this limitation, this paper proposes a model 

called Fine-CLAS on the basis of CLAS, which exploits word-

piece-level contextual knowledge and fuse it with the original 

phrase-level contextual knowledge to enable the contextual bias 

module to focus on fine-grained contextual information. First, the 

prefix tree constraint is presented to reduce the number of 

contextual phrases. Then, a strategy for word-piece-level token 

selection is designed to obtain the new word-piece-level embedding 

vector. Finally, a contextual transformation chain is constructed 

between the word-piece-level embedding vector key-value pairs to 

attain new key-value pairs. The proposed model with these 

techniques can reduce the word error rate (WER) by 5.37% and 

2.10%, and the F1-score by 1.10% and 2.10% on the datasets test-

clean and test-other of LibriSpeech, demonstrating preferable 

ASR and contextual bias performance. 

Keywords-dynamic contextual information; end-to-end; all-neural; 

word-piece-level contextual knowledge 

I. INTRODUCTION

We can always feel the convenience of speech recognition 
technology in our lives, such as in the most commonly used 
smartphones, smart appliances, wearable devices, voice 
navigation and in-car systems [1]. In such applications, speech 
recognition performance can be significantly improved by 
incorporating information about the speaker's context into the 
recognition process [2]. Examples of contextual information 
include the status of the conversation (e.g. words such as "stop", 
"cancel", etc.), the location of the speaker (e.g. "restaurant", 
"airport", etc.) [3], personalized information about the user (e.g. 
contacts, song playlists, etc.) [4], and other specific nouns. 

In recent years, many end-to-end automatic speech 
recognition (ASR) methods, such as Connectionist Temporal 
Classification (CTC) [5,6], Recurrent Neural Network 
Transducer (RNN-T) [7-12], and Attention-based Encoder-
Decoder (AED) [13-18], have been widely used in life. However, 
the recognition of context-specific phrases in these scenarios still  

*Corresponding author: yzou@hhu.edu.cn (Y. Zou) 

needs to be improved as most contextual content is scarce in the 
training data. 

In the current work, we still consider techniques that 
dynamically incorporate contextual information into the 
recognition process. In end-to-end systems, an approach can be 
implemented by performing log-linear interpolation between the 
E2E model and the n-gram language model (LM) at each step of 
the beam search [14, 19-24], without adding any other neural 
network, which is referred to as Shallow Fusion according to the 
terminology in [25]. However, re-scoring using an externally 
trained language model independently runs counter to the 
benefits obtained from the joint optimization of components 
from sequence-to-sequence models. Thus, Golan Pundak et al. 
[26] proposed Contextual-LAS (CLAS), a novel all-neural
mechanism that exploits contextual information (provided as a
list of contextual phrases) to improve recognition performance.
The technique first embeds each contextual phrase (via
tokenizers, sliced into a series of word piece units) into a fixed
dimensional representation, and then uses an attention
mechanism to focus on the available context during decoding. In
addition, a number of contextual phrases are allowed during
inference. Although the full neural context approach
outperforms shallow fusion, it still suffers from a problem: the
performance of the model drops significantly when dealing with
hundreds or even thousands of contextual phrases, which is
caused by the large number of contextual phrases with similar
pronunciation or partial word repetition.

To solve the problem, improvements to the CLAS model are 
necessary. Sun et al. [27] proposed a Tree Constrained Pointer 
Generator (TCPGen) component that makes full use of prefix 
tree selection to narrow down candidate words, enables token 
units at the word-piece-level, and models attention on word 
piece. Following this line of thought, an observation can be made 
that incorporating word-piece-level contextual information into 
the CLAS model might be a feasible way to alleviate the 
problems caused by word fragment repetition. 

Based on this observation, this paper proposes three 
techniques to improve the CLAS model: prefix tree constraint, 
word-piece-level token selection, and contextual transformation 
chain construction, and the improved model is referred to as 
Fine-CLAS. Unlike the previous CLAS model [26] which only 
contextually modelled phrase-level embeddings, we propose to 
fuse contextual information at two different levels, phrase-level  
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Figure 1. CLAS model: 1) The left-hand structure is the ASR of LAS and the right-hand is the context processing network; 2) The upper right-hand corner shows 

how the context encoder encodes a phrase and outputs its phrase embedding ℎ𝑛
𝑧  and all the token embeddings ,1 ,2,z z

n nh h  

embeddings and word-piece-level embeddings, in order to 
enable the contextual bias module to focus on fine-grained 
contextual information to match the ASR word-piece-level 
token output distribution. 

The technical contributions of this paper are summarized as 
follows: 

First, a prefix tree is constructed and combined with 
historical information to select whether to enable each phrase in 
the context list, which can reduce the number of phrases and 
obtain a smaller number of phrase-level biased embeddings and 
word-piece-level biased embeddings. 

Second, a word-piece-level token selection algorithm is 
designed to select top-K phrases based on the weights and obtain 
the corresponding word-piece-level bias embeddings, which can 
result in a series of word-piece-level embedding information. 

Third, a transformation chain between word-piece-level bias 
embeddings is constructed so as to obtain the transfer 
relationship between word-piece-level bias embeddings. 

Fourth, compared to CLAS, the Fine-CLAS model 
constructed by incorporating the proposed techniques reduces 
word error rates (WER) by 5.37% and 2.10% and F1-scores (F1) 
by 1.10% and 2.10% on the test-clean and test-other test sets of 
LibriSpeech, where the list of contextual phrases consists of rare 
long-tail words. Furthermore, the Fine-CLAS model remains 
lightweight and modular, allowing for quick modifications to the 
contextual bias module without retraining the ASR model. 

The rest of the paper is organized as follows: In Section 2 the 
standard AED model and the CLAS model are reviewed. In 
Section 3 the three techniques for improvement are described in 
detail. In Section 4 the experiment is described, followed by a 

discussion of the experimental results in Section 5. Finally, 
conclusions are presented in section 6. 

II. BACKGROUND 

A. Attention-based Encoder-Decoder 

A standard AED contains three components: an encoder, a 
decoder and an attention network, as shown in the left-hand 

structure of Fig. 1. The encoder encodes the input 
1:Tx  as a 

sequence of high-level features xh . In each decoding step t, the 

attention mechanism is utilized to combine the encoder output 

sequence into a single context vector x

tc , which is used as part 

of the decoder input. The decoder is computed as follows. 

( )1 1, ,x x x

t t t td Decoder y d c− −= (1) 

where ( )Decoder  denotes the decoder network and 
1ty −
 is the 

embedding of the previous subword unit. The posterior 
distribution can be estimated using the Softmax output layer. 

( ) ( )1 0 1:| , , ; max ;o x x

t t T t tP y y y x Soft W d c−
 =   (2) 

where  ;  denotes the splicing of two vectors. In the inference 

stage, the recognition result 
1:Ny  is calculated by performing 

beam search. In addition, shallow fusion [14,19-25] can be 
achieved by log-linear combination, as shown in the following 
equations. 

( ) ( )
1:

1: 1: 1: 1:arg max log y | log
N

LM

N N T N
y

y P x P y = + (3) 
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Figure 2. The structure of the Fine-CLAS model. Based on CLAS, it includes three additional modules: the prefix tree constraint, the word-piece-level token 
selection, and the contextual transformation chain construction, which are enclosed in the orange, blue, and black dashed boxes, respectively. 

where   is the hyperparameter controlling the relative 

importance of the LM output probability ( )1:

LM

NP y . 

B. CLAS 

CLAS models attention to contextual information, as shown 
in Fig. 1. The bias encoder embeds a list of biased phrases 

 1 2, , , ,nb NZ z z z z=  into a set of vectors 

 1, , , , ,z z z z z

nb i Nh h h h h= , where
z

ih  is an embedding of iz  

and PLH   is a phrase-level placeholder that represents the 
entire contextual phrase. Since biased phrases may be irrelevant 
to the current discourse, we introduce the phrase-level unbiased 

option nbz . The embedding 
z

ih  is created by feeding a sequence 

of subword embeddings in iz  (i.e. the same lexical elements or 

chunk units used by the decoder) to the biased encoder and 
representing the whole phrase using the first state output of the 

LSTM. Attention modelling is then performed at 
zh , using the 

decoder state 
td  to compute the auxiliary context vector 

z

tc . 

This context vector summarizes z at time step t and is calculated 
as shown below. 

( )tanh
Tz z z z z z

it h i d t au v W h W d b= + +  (4) 

( )maxz z

t ta soft u=  (5) 

0

N
z z z

t it i

i

c a h
=

=  (6) 

Next, the context vector 
x

tc , obtained by combining the ASR 

attention, yields the LAS context vector ;x z

t t tc c c =    for the 

input decoder. It is worth noting that, given the audio and the 
previous output, CLAS can obtain the weights of the bias 
phrases that are of interest during the current decoding process, 
as follows. 

( ) ( )| | ;z

t t t t ta P z d P z x y= =  (7) 

We refer to 
z

ta  as bias-attention-probability. 

III. METHODS 

The Fine-CLAS model is established on the CLAS model by 
augmenting three additional models that correspond to three 
approaches, as shown in Fig. 2. First, the prefix tree constraint is 
introduced to reduce the number of contextual phrases. Then 
word-piece-level token selection is performed to obtain the new 
word-piece-level embedding vector. Finally, a contextual 
transformation chain construction is executed between the word-
piece-level embedding vector key-value pairs (K and V) to 
obtain new key-value pairs, which are used in the computation 
of the word-piece-level attention mechanism to obtain the final 
word-piece-level context vector. 

A. Prefix Tree Constraint 

 

Figure 3. An example of prefix tree search. 
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In this subsection, we propose a trie-based bias module that 
encodes the bias list into a prefix tree at the word-piece-level, as 
shown in Fig. 3. Given the previously output word fragment 
tokens as queries, a certain history interval is selected and input 
to the bias module to find the phrases corresponding to the 

prefixes, returning a binary vector    0 1, , , 0,1bias Nh a a a=  , 

with N  being the number of phrases. 0na =  means the phrase is 

not activated and not relevant to the sentence; 1na =  means the 

phrase is activated and relevant to the sentence. 
biash  is computed 

to filter relevant phrases and will only be used for phrase-level 
attention in the inference stage, as shown in the orange dashed 
box in Fig. 2. 

B. Word-piece-level Token Selection 

In this subsection, we propose a word-piece-level token 
selection technique. It introduces word-piece-level context 
vectors that are spliced and mapped to the decoder's output, thus 
matching the token units of ASR with word fragments as the 
output distribution and reducing the uncertainty of token 
prediction, as shown in the blue dashed box in Fig. 2. 

First, the token-level acoustic embedding vector 
1

z

td −
 for the 

current time step t is modeled with a series of phrase-level bias 

embedding vectors 1, , ,z z z z

nb Nh h h h =    for phrase-level attention, 

resulting in phrase-level context weights , ,1 ,, , ,z z z z

t t nb t t Na a a a =   . 

Then the average attention weight , ,1 ,, , ,z z z z

t t nb t t Na a a a =    is 

calculated based on the global (time step t with all previous 
attention) or local (time step t with the attention of the previous 
finite time step). The size of the list of context-biased phrases 
can be hundreds or thousands, which is not small even after 
prefix tree filtering. If we directly use the word-piece-level 
embedding vector for each phrase, the corresponding list of 
word-piece-level embedding vectors will become very large. So 

we select top-K attention weights from z

ta , and then get the 

corresponding contextual bias phrases according to the index of 
the selected weights to achieve the reduction from N to K. For 

each bias phrase selected, the first state output z

kh  of the encoder 

representing the phrase-level embedding vector is respectively 

added to the subsequent state output 
,

z

k ih  of the encoder 

representing the word-piece-level embedding vector, and we get 
a series of word-piece-level embedding vectors corresponding 

,

z

k ih , which results in a list of all word-piece-level embedding 

vectors ,1 1,1 1,2 ,1 ,2, , , , ,z z z z z

nb K KK V h h h h h = =   . The specific 

formula is as follows. 

 

( )
1

, ,1 ,

, , ,

     , , , ,

nb K

z z z

t nb t t N

z z z

PhraseTopKSelection Z a a a

=

  

 (8) 

( ),1 ,2, , ,z z z

k k k kh h h ContextualEnc z  =   (9) 

( ),1,z z

nb nb nbh h ContextualEnc z  =   (10) 

, ,+z z z

k i k k ih h h=  (11) 

,1 ,1+z z z

nb nb nbh h h=  (12) 

,1 1,1 1,2 ,1 ,2[ , , , , , , ]z z z z z

nb K KK V h h h h h= =  (13) 

C. Contextual Transformation Chain Construction 

Although in the word-piece-level token selection technique, 
word-piece-level contexts are constructed for use in the 
decoding step to achieve fine-grained local bias, the probability 
of transfer between word fragment tokens are not explicitly 
modelled. Modelling this transfer may be helpful when the 
context is personalized entity names and proper names that are 
rare or invisible during training, as it allows us to recover the 
expected next token by using the preceding subsequence. We 
therefore introduce a more fine-grained biasing technique that 
operates at the word-piece-level, following word-piece-level 
token selection, as shown in the black dashed box in Fig. 2. 

Specifically, we construct an associative memory to store 
and retrieve the associated bias context. As shown in Fig. 2, the 
memory stores association transfers between word-piece-level 
subsequences of the same phrase. In the associative memory, the 
key of each word-piece-level token in each phrase is mapped to 
the value of the next word-piece-level token (left shift). The 
original formula for the key-value pair selected by the word-
piece-level token is as follows. 

,

z

l l k ik v h= =  (14) 

Accordingly, the memory entries of the key-value pair 

( ),l lk v constructed after the contextual transformation chain are 

two consecutive word-piece-level embedding vectors 
,

z

k ih  and 

, 1

z

k ih + , as follows. 

( ) ( ), , 1, ,z z

l l k i k ik v h h +=  (15) 

IV. EXPERIMENTS 

A. Datasets and Metrics 

Our experiments are conducted on the dataset Librispeech. 
The dataset is collected from an audiobook website, and speech 
recognition is done once for each sentence. The acoustic model 
from the WSJ example is adopted as the recognition model, a 
binary grammar is utilized as the language, and the input dataset 
for the language model is the e-book text corresponding to the 
speech data. From the clean data, 20 males and 20 females are 
randomly selected as the development set (dev-clean), the 
remaining speakers are selected as a test set of the same size 
(test- clean), and the rest as the training set. The training set is 
100 hours (train-clean-100). In the other data, the WERs are 
sorted from lowest to highest, and the test set is randomly 
selected near the third quartile (test-other). As LibriSpeech's test 
set lacks a bias list, we construct a bias list by collecting words 
other than the 20,000 most common words in the training data 
from the reference of the test set and discarding short words of 
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less than 5 letters. Finally, the simulated bias lists for test-clean 
and test-other consists of around 1,000 phrases. 

Firstly, a set of evaluation metrics is introduced that tracks 
three different aspects of ASR, (1) WER: overall word error rate 
assessed for all words, (2) CER: overall character error rate 
assessed for all words, (3) U-WER: unbiased word error rate 
assessed for words not in the bias list. Secondly, contextual bias 
is measured using the precision (P), recall (R) and F1-score (F1) 
of the biased phrases. In summary, we use six evaluation metrics 
to measure the performance of Fine-CLAS.  

B. Configurations 

The model evaluated in this paper is trained on an A40 

graphics card with 48G of video memory and a batch size of 8. 

To improve the performance of the model, the data 

enhancement method of SpecAugment is used. The input 

features are a 40-dimensional log-mel filter bank with a 

sampling rate of 16000Hz, extracted from a window of length 

25ms, length of the hop of the sliding window is 10ms, and its 

output vocabulary is a 1000-word block generated via BPE. 

The ASR encoder is composed of a convolutional module, 

a cyclic module and a fully connected module. The 

convolutional module consists of two 3x3 convolutional layers 

with 128 and 256 nodes, the cyclic module includes four bi-

directional LSTM layers with 1024 nodes each and the fully 

connected module comprises two fully connected layers with 

512 nodes. The ASR encoder attention is computed in 1024 

dimensions using a content-based attention mechanism. The 

decoder contains 1 GRU with 1024 nodes. The context encoder 

involves 1 bi-directional LSTM layer with 128 nodes, and the 

phrase-level attention and word-piece-level attention have the 

same structure as the ASR attention. 

The model has a total of 177.4M trainable parameters and 

our model is implemented using Pytorch and Speechbrain. 

In order to exercise the "no bias" option, we use the same 

settings as in [26]. In all experiments, we set 0.5keepP =  to 

improve robustness to the "no bias" case, and set 1phraseN =  

and 4orderN = . This results in an expected size of 5 for the bias 

list (half the batch size, plus one "no bias" option). In addition, 

the phrase selection has K of 5. In inference, we adopt a beam 

size of 10 for the search. 

V. RESULTS 

A. Evaluation Results for ASR 

TABLE Ⅰ. ASR test results on test-clean and test-other 

Model 
test-clean test-other 

WER CER 
U-

WER 
WER CER 

U-

WER 

AED 21.79  10.98  19.90  45.65  26.35  41.30  

CLAS 22.97  16.37  19.90  38.18  22.63  33.90  

Fine-

CLAS 
17.60  10.63  16.00  36.08  20.95  32.70  

We use the simulated bias list to validate the improvements 
to the model, and evaluate the performance of the model ASR 

on three metrics. As shown in Table Ⅰ, AED achieves a word 
error rate of 21.79% on test-clean and 45.65% on test-other, 
which is the result of testing without additional language model. 
Compared with AED, the improved CLAS model shows an 
increase in WER and CER on test-clean and a noticeable 
decrease in WER and CER on test-other, indicating that the ASR 
performance of the CLAS model is quite good. Compared with 
CLAS, our improved Fine-CLAS model decreases WER by 
another 5.37% and 2.10% on test-clean and test-other, 
respectively, and achieves noticeable improvements in the other 
two metrics. This indicates that the ASR performance of our 
model is preferable. 

B. Evaluation Results for Contextual Biasing 

TABLE Ⅱ. Contextual bias test results on test-clean and test-other 

Model test-clean test-other 

F R F1 F R F1 

AED 97.10  37.80  54.40  82.40  15.60  26.20  

CLAS 92.90  59.80  72.80  88.80  29.40  44.10  

Fine-

CLAS 
96.00  66.10  73.90  95.50  30.40  46.20  

To test the effectiveness of the proposed model's contextual 

bias, we use three evaluation metrics, as shown in Table Ⅱ. First, 

the CLAS model achieves better performance than the AED, 
especially in the F1-score metric, which is improved by almost 
20%, indicating that the CLAS model noticeably improves the 
contextual bias effect. Compared to CLAS, our Fine-CLAS 
model achieves a slight improvement with another 1.10% and 
2.10% improvement in F1-score on test-clean and test-other, 
respectively. This indicates that our model improves both the 
performance of the ASR model and the effect of contextual bias. 

VI. CONCLUSION 

In this work, we propose the Fine-CLAS model that 
promotes end-to-end contextual speech recognition through 
three techniques: prefix tree constraint, word-piece-level token 
selection, and contextual transformation chain construction. The 
improved model can mitigate confusion caused by similar 
pronunciations or word fragment repetition. The experimental 
results of several evaluation metrics on the dataset LibriSpeech 
clearly show that these proposed techniques improve the 
performance of the original context-biased approach and make 
the Fine-CLAS model more capable of handling a large number 
of contextual phrases. In the future work, we shall attempt to 
further expand the context bias list and explore even better 
methods for dealing with contextual issues. In addition, we shall 
attempt to combine it with ChatGPT, an AI chatbot, to explore 
multimodal contextualization from speech to text. 
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Abstract—[Context] Multiple models (or instruments) for mea-
suring Teamwork Quality (TWQ) for Agile Software Development
(ASD) have been created. Regardless, such models have different
constructs and measures, with a limited understanding of how they
are related with literature factors in ASD. [Objective] Our goal
is to understand how specific instruments for ASD are related,
considering the relation with ASD literature factors. [Method]
We analyzed three specific teamwork instruments for ASD (ASD
instruments), namely ATEM, aTWQ and TWQ-BN, comparing
quantitatively factors and questions to identify which ones such
instruments use most and patterns among ASD literature factors.
Then, we compared them qualitatively with ASD factors, given
that they are specific instruments in agile context considering the
solid theories that support them. [Results] The results showed that
the Team Orientation and Coordination themes were identified in
the first and second positions, considering the frequencies of in-
strument questions and literature-based Thematic Network themes
(factors). Qualitative concepts can be investigated considering the
ASD factors from the knowledge of the identified parts of the
agile instruments. [Conclusion] There is conceptually a correlation
between the identified frequencies of the ASD factors with the ASD
instruments factors. We argue to add other ASD instruments to be
compared to solidify the results found in this study, so we advocate
further studies on this topic.

Index Terms—teamwork, teamwork quality, teamwork effective-
ness, Teamwork instrument, agile software development.

I. INTRODUCTION

The success of Agile Software Development (ASD) heavily
relies on the competencies, interactions, and skills of its pro-
fessionals [29, 33]. As software teams are the critical source
of agility in ASD [34, 11], people are a crucial resource [26,
34, 3], and the quality of team interactions can significantly
impact a project’s outcome. Hence, teamwork quality (TWQ)
is critical for agile projects’ success [20, 7, 21]. The industry
is rapidly adopting ASD [31], and the need for systematic
team development [25] has compelled researchers to focus on
teamwork aspects increasingly.

A team can be defined as a social system of two or more
people which is embedded in an organization (context), whose
members perceive themselves as such and are perceived as
members by others (identity), collaborating on a common task
(teamwork) [1, 14, 13]. The main focus of Teamwork Quality
research is on the quality of interactions within teams rather than
team members’ (task) activities. Starting from the widespread
fundamental proposition that the success of work conducted in
teams depends (beyond the quantity and correctness of the task
activities) on how well team members collaborate or interact,

the construct teamwork quality (TWQ) was proposed [16] as a
comprehensive concept of the quality of interactions in teams.
To capture the nature of team members working together,
six facets of the collaborative team process integrate into the
concept of TWQ: Communication, Coordination, Balance of
Member Contribution, Mutual Support, Effort, and Cohesion.
These facets capture both task-related and social interaction
within teams. Research has shown that TWQ has a positive
impact on team development [17]. Researchers argued about
the importance of assessing TWQ to increase the chances of
succeeding with ASD [17],[23][25].

In this context, researchers have proposed instruments for
assessing teamwork quality in agile context, such as: (i) a
Radar Plot [24] that considers five dimensions for assessing
TWQ (Shared Leadership, Orientation, Redundancy, Learning,
and Autonomy); (ii) a Structural Equation Model [20] (TWQ-
SEM), based on a differentiated replication from [16], which
considered that the teamwork construct is comprised of six
variables: Communication, Coordination, Balance of Member
Contribution, Mutual Support, Effort, and Cohesion.

All the instruments mentioned are generic (not using spe-
cific terms of ASD) and cannot represent specific situations
in the agile context. Based on this finding, recently specific
instruments for ASD have emerged: the aTWQ instrument [25]
was developed based on the TWQ instrument [17], the ATEM
instrument [32] was developed based on the Big Five theory
[28], (iii) a Bayesian networks-based model (TWQ-BN) [8]
was developed based on the TWQ instrument [17]. The TACT
instrument [10] was developed based on the TCI instrument
[2]. The STEM instrument [35] was developed considering that
some specific factors in Scrum.

Silva et al. [30] performed a quantitatively comparative instru-
ments study in ASD considering the instruments: TWQ-SEM
[20] and TWQ-BN [8] instrument. However, the authors’ study
was conducted only from a quantitative perspective, neither
investigating the instruments’ questions nor providing a better
understanding of how these instruments relate to each other at
the question level.

Although the literature on TWQ of agile teams has evolved,
there was no unified understanding of what factors influence
teamwork in ASD. To better understand the factors associated
with teamwork in the literature, Freire et. al. [9] developed a
literature-based Thematic Network identifying the most frequent
codes and themes (ASD factors) in agile teamwork literature in
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ASD. Freire et al. [9] argued that the thematic network can
support their decision-making process. Practitioners can use it
as a reference for understanding the factors and dimensions that
comprise ASD Teamwork. With this, they can, for example,
define mechanisms to monitor such dimensions and use the
collected data as a reference to drive actions towards improving
the team’s performance.

However, for this Freire et al. [9] thematic network to have
a practical use, it is necessary to identify how these codes and
themes are being considered in the instruments that measure the
TWQ construct in agile context. It is important to understand
how these factors are associated with the factors and questions
of the Agile teamwork instruments, so that they can be used in
practice by teamwork instruments.

To address the research gap, we investigated current Agile
teamwork Quality instruments in ASD, named from now on only
“teamwork instruments”, using a quantitative and qualitative
approach by comparing the ASD factors and the questions
for each instrument. This paper presents our findings, which
represent the comparison of the current instruments in this
area of research. To our knowledge, this is the first work that
compares three ASD Teamwork instruments quantitatively and
qualitatively at question level.

This paper is organized as follows: Section II presented
the general information of the ASD Teamwork instruments
compared in this work. Section III describes the employed
research method. Section IV presents the results, followed
by a discussion in Section V. Section VI covers the study‘s
limitations and threats to validity. Lastly, Section VII presents
our final remarks, discussing potential future work.

II. BACKGROUND

In this section we presented the three ASD instruments
compared in this work: ATEM, aTWQ e TWQ-BN.

ATEM - Agile teamwork effectiveness model [32]: Team-
work is crucial in software development, particularly in agile
development teams which are cross-functional and where team
members work intensively together to develop a cohesive soft-
ware solution. Effective teamwork is not easy; prior studies
indicate challenges with communication, learning, prioritization,
and leadership. Nevertheless, there is much advice available for
teams, from agile methods, practitioner literature, and general
studies on teamwork to a growing body of empirical studies on
teamwork in the specific context of ASD. The ATEM [32] model
is based on evidence from focus groups, case studies, and multi-
vocal literature and is a revision of a general Big Five [28] team
effectiveness model. The ATEM [32] model is comprised of
shared leadership, team mentoring, redundancy, adaptability, and
peer feedback. Coordination mechanisms are needed to facilitate
these components. Coordination mechanisms are shared mental
models, communication and mutual trust. ATEM instrument has
31 questions.

aTWQ - Agile Team Work Quality [25]: Based on Hoegl
and Gemuenden’s study [17] and a systematic literature review
about challenges and sucess factors for large-scale agile trans-
formations performed by Paasivaara et al. [6]. Poth et al. [25]
derived the aTWQ at initial team-level approach covering the
following six factors: communication, coordination, balance of
contribution, mutual support, effort, and cohesion. These six
quality aspects lead to team performance [20], legitimating
economically the effort for measurement and further TWQ im-
provement. They combined these aspects with those of TCI [2]

and defined 19 related questions to come up with a holistic team
evaluation questionnaire for aTWQ [25].

TWQ-BN - Teamwork Quality Bayesian networks [8] -
According to the agile principles and values, as well as recent
research articles, teamwork factors are critical to achieving
success in agile projects. However, teamwork does not automati-
cally arise. There are some existing instruments with the purpose
of assessing the teamwork quality based on Structural Equation
Modeling (i.e., empirically derived) and Radar Plot [24], but
they may not be useful in a concrete situation because these
techniques are not advised for prediction and diagnosis pur-
poses. TWQ-BN instrument has 17 factors, one factor for each
question.

III. RESEARCH DESIGN

This study aims to examine, compare and synthesize the
three specific instruments that measure Teamwork in ASD:
ATEM [32], aTWQ [25] and TWQ-BN [8]. We used the
literature-based Thematic Network codes and themes identified
by Freire et. al. [9] as a basis of comparison, comparing them
with three ASD Teamwork instruments factors and questions.
Next, we present the study design.

A. Research questions
We aimed to perform a quantitativy and qualitative compar-

ison between literature-based Agile Teamwork factors found
by Freire et al. [9] and new Teamwork instruments factors in
ASD and identify trends in this comparison by focusing on the
following research questions (RQs):

• RQ1. How are literature-based Agile Teamwork factors
(codes and themes) and ATEM, aTWQ, and TWQ-BN
Agile Teamwork instruments factors and questions are
quantitatively related?

• RQ2. How are literature-based Agile Teamwork factors
(codes and themes) and ATEM, aTWQ, and TWQ-BN
Agile Teamwork instruments factors and questions are
qualitatively related?

• RQ3. How literature-based Agile Teamwork factors (codes
and themes) can be investigated by researchers and practi-
tioners with support of the instruments ATEM, aTWQ and
TWQ-BN?

B. Choosing the Agile Teamwork instruments in ASD
We chose comparing the instruments ATEM [32], aTWQ [25]

and TWQ-BN [8] because they are specific to the agile context.
Instruments like TWQ [17] and TCI [2] are considered generic,
therefore, they are outside our analysis. We did not include
STEM [35] instrument in the comparison due to it being specific
to Scrum nor TACT [10] because is an instrument to assess the
organizational climate of agile teams, not focusing specifically
in teamwork quality construct.

C. Literature-based Codes considered for the comparison with
Agile Teamwork Instruments Factors and Questions

Freire et. al. [9] presented a literature-based Thematic Net-
work identifying the following Teamwork ASD Themes and
ASD codes in Table I. For example, for ASD Theme “Coordi-
nation” there are the following ASD codes: Coordination, Per-
formance Monitoring, Task Novelty and Familiarity, and so on
for the other ASD themes. In Table II are presented the factors
of the ATEM, aTWQ and TWQ-BN instruments compared in
this work, for each factor, there are several associated questions.
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To see all Freire et.al. [9] ASD factors, questions of these
instruments, and analysis, is available in the supplementary
material1.

For each Teamwork ASD code identified by Freire et al. [9],
we performed a string search having the ASD code as a string
word on the following ASD Instruments questions: ATEM
instrument [32], aTWQ instrument [25] and TWQ-BN instru-
ment [8]. For each Teamwork ASD code matched, we stored
the question. Next, we measured the frequency of occurrence
and compared the questions of these instruments aiming to give
directions about how the factors (ASD code) have been used in
ATEM, aTWQ and TWQ-BN instruments.

TABLE I: ASD Themes and ASD Codes in ASD identified in
Freire et. al. [9] work

ASD Theme ASD Code
Communication Communication

Coordination

Coordination
Performance Monitoring
Task Novelty
Familiarity

Organization Culture

Culture
Structure
Team Size
Organization Support

Members Personality
Individual Differences
Heterogeneity
Personality

Management Mechanisms

Management
Planning
Discussion
Implementation
Evaluation
Information Radiators
Decision-Making

Team Orientation

Team Orientation
Value Diversity
Goals
Roles
Holistic Team Involvement
Team Experience in the Organization
Trust
Motivation
Norms

Expertise

Tools knowledge
Collective Knowledge
Adequate Skills
Redudancy
Team Experience with Work

Collaboration Interdependence
Collaboration

Shared Leadership Shared Leadership
Formal Leadership

Team Autonomy Team Autonomy
Task Control

Feedback
Awareness
Acceptance
Feedback

Team Learning Team Learning
Communication Communication
Cohesion Cohesion

IV. RESULTS

This section presents the results of this study. We compared
quantitatively and qualitatively the instruments ATEM, aTWQ
and TWQ-BN with the ASD codes of Freire et.al. study [9]. All
the definitions of codes and themes presented in Section IV are
in Freire et.al. [9] study and in the supplementary material of
this work.

1Supplementary Material: https://figshare.com/s/13662df26088a629abf3

TABLE II: ATEM, aTWQ and TWQ-BN Instrument Factors
ATEM factor aTWQ factor TWQ-BN factor
TCM - Shared Mental Models Participative safety Teamwork
TCM - Mutual trust Support for Innovation Team Autonomy
TCM - Communication Vision Cohesion
TC - Shared leadership Task orientation Collaboration
TC - Peer feedback Coordination Self-Organizing
TC - Redundancy Coordination
TC - Adaptability Team Orientation
TC - Team Orientation Communication

Daily Meetings
Team Distribution
Means of Commun.
Monitoring
All Members Present
Personal Attributes
Expertise
Shared Leadership
Team Learning

A. Quantitative Comparison between ASD factors (Codes and
Themes) and ASD Instrument Factors and Questions

The quantitative analysis was based on frequency analysis,
where each word of a ASD code contained in a question of
the ASD instrument was computed. In Table III, it presented
the themes and codes associated with agile teamwork literature
identified by Freire et.al. [9]. The ASD Theme is associated with
“ASD Theme” that correspond to the general concept. In the
second column, there is the column “ASD Code” that correspond
to the specific ASD concept. Since all the code is associated with
a theme, the notation used to ASD code that will presented in
this work will be: ASD Theme - ASD code. For example, in
Table III the name “Team Autonomy - Task Control” represent
a ASD code where the theme is “Team Autonomy” and the code
is “Task Control”.

Next, we analyze the matches of the ASD codes and questions
in ASD instruments shown in Table III. The notation used
to instrument’s question that will presented in this work will
be: [Number of Question]-Model-Factor-Question. For exam-
ple, the question: [17]-aTWQ-Task orientation- “Do your team
colleagues provide useful ideas and practical help to enable
you to do the job to the best of your abilities?” The “aTWQ”
correspond to the ASD instrument; the name “Task orientation”
correspond to the instrument factor and the rest correspond to
the instrument question.

Note that in Table III there are codes frequencies that have
more than one theme. As an example, there are the codes
Personality - Individual differences (4 matches) and Personality
- Trust (4 matches) identified, resulting in 8 matches in Theme
“Personality” since the two referred codes belong to the Person-
ality Team, then these frequency matches were added. We did
the same process for all ASD Codes in Table III. In Table IV
is presented the result of the match frequency of the previous
process.

In Table III, for each instrument, we identified the following
ASD code frequencies: Team Autonomy - Task Control (14
matches), Coordination - Coordination (14 matches), Shared
Leadership - Shared Leadership (9 matches), Communication -
Communication (6 matches), Feedback - Feedback (4 matches),
Personality - Trust (4 matches), Team Orientation - Team
Orientation (4 matches), Team Orientation - Goals (4 matches),
Team Orientation - Planning (3 matches), Coordination - Perfor-
mance Monitoring (3 matches), Team Orientation - Information
Radiators (3 matches), Team Orientation - Redundancy (3
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TABLE III: ASD Code Frequencies in ASD instruments
ASD Code Instrum. #Freq Tot.

Team Autonomy - Task Control
ATEM 4
aTWQ 7 15
TWQ-BN 4

Coordination - Coordination
ATEM 12
aTWQ 1 14
TWQ-BN 1

Shared Leadership - Shared Leadership
ATEM 8
aTWQ 0 9
TWQ-BN 1

Communication - Communication
ATEM 3
aTWQ 1 6
TWQ-BN 2

Feedback -Feedback
ATEM 4
aTWQ 0 4
TWQ-BN 0

Personality - Trust
ATEM 3
aTWQ 0 4
TWQ-BN 1

Team Orientation - Team Orientation
ATEM 3
aTWQ 0 4
TWQ-BN 1

Team Orientation - Goals
ATEM 0
aTWQ 1 3
TWQ-BN 2

Team Orientation - Planning
ATEM 1
aTWQ 2 3
TWQ-BN 0

Coordination - Performance Monitoring
ATEM 1
aTWQ 1 3
TWQ-BN 1

Team Orientation - Information Radiators
ATEM 2
aTWQ 1 3
TWQ-BN 0

Team Orientation - Redundancy
ATEM 3
aTWQ 0 3
TWQ-BN 0

Personality - Individual differences
ATEM 2
aTWQ 1 3
TWQ-BN 0

Team Orientation - Decision-Making
ATEM 0
aTWQ 0 1
TWQ-BN 1

Expertise - Tools knowledge
ATEM 1
aTWQ 0 1
TWQ-BN 0

Expertise - Adequate Skills
ATEM 1
aTWQ 0 1
TWQ-BN 0

Expertise - Task Novelty
ATEM 0
aTWQ 1 1
TWQ-BN 0

Expertise - Structure
ATEM 0
aTWQ 1 1
TWQ-BN 0

Expertise - Roles
ATEM 1
aTWQ 0 1
TWQ-BN 0

Expertise - Motivation
ATEM 0
aTWQ 1 1
TWQ-BN 0

Collaboration - Interdependence
ATEM 0
aTWQ 0 1
TWQ-BN 1

Team Learning - Team Learning
ATEM 0
aTWQ 0 1
TWQ-BN 1

matches), Personality - Individual differences (3 matches), Team
Orientation - Decision-Making (1 match), Expertise - Tools
knowledge (1 match), Expertise - Adequate Skills (1 match),
Expertise - Task Novelty (1 match), Expertise - Structure (1
match), Expertise - Roles (1 match), Expertise - Motivation (1
match), Collaboration - Interdependence (1 match), and Team
Learning - Team Learning (1 match).

TABLE IV: Frequencies between ASD themes and Agile in-
strument questions

ASD Theme Instrument #Freq Total

Team Orientation
ATEM 9
aTWQ 4 17
TWQ-BN 4

Coordination
ATEM 13
aTWQ 2 17
TWQ-BN 2

Team Autonomy
ATEM 4
aTWQ 7 15
TWQ-BN 4

Shared Leadership
ATEM 8
aTWQ 0 9
TWQ-BN 1

Personality
ATEM 5
aTWQ 1 7
TWQ-BN 1

Communication
ATEM 3
aTWQ 1 6
TWQ-BN 2

Expertise
ATEM 3
aTWQ 3 6
TWQ-BN 0

Feedback
ATEM 4
aTWQ 0 4
TWQ-BN 0

Collaboration
ATEM 0
aTWQ 0 1
TWQ-BN 1

Team Learning
ATEM 0
aTWQ 0 1
TWQ-BN 1

Cohesion
ATEM 0
aTWQ 0 1
TWQ-BN 1

It was identified the following ASD theme frequencies: Team
Orientation (17 matches), Coordination (17 matches), Team
Autonomy (14 matches), Shared Leadership (9 matches), Per-
sonality (7 matches), Communication (6 matches), Expertise (6
matches), Feedback (4 matches), Collaboration (1 match), Team
Learning (1 match), and Cohesion (1 match) - as summarized in
Table IV. Comparing the ASD theme frequencies in Freire et.al.
[9] in Table V and the results of the Frequency Themes in the
Instruments questions in Table IV, it was found that Freire’s
ASD Themes Team Orientation (the highest frequency with
22 matches) and Coordination (the second highest frequency
with 16 matches) are the same ranking position found in this
work: Team Orientation with 17 matches and Coordination with
17 matches. This result shows that the same codes identified
in Freire et.al. [9] have been used in the ASD instruments
(considering the number of matches).

B. Qualitative Comparison between ASD factors (Codes and
Themes) and ASD Instrument Factors and Questions

For a more in-depth comparison, we compared all questions
that have ASD code names in their content as showed in Table
III. The purpose of this comparison is to understand how the
ASD codes of Freire et.al. study [9] are addressed in the ASD
instruments.

Team Autonomy - Task Control: Task Control refers to the
“degree of control or authority that a team has over its internal
work processes”[22]. The code Team Autonomy - Task Control
has 14 matches with Instrument factors questions. The ATEM
instrument has four matches in the following questions: [3]-
ATEM-TCM-Shared Mental Models- “Common understanding
of tasks”, [10]-ATEM-TCM-Communication- “The team fol-
lows up on the progress of tasks”, [25]-ATEM-TC-Redundancy-
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TABLE V: ASD Theme frequencies in Freire et al. work
ASD Theme ASD Code #Freq Total

Team Orientation

Orientation 7
Value Diversity 1
Goals 2
Roles 2 22
Holistic Team Involvement 1
Experience in the Organi. 1
Trust 5
Motivation 1
Norms 2

Coordination

Coordination 5
Performance Monitoring 9 16
Task Novelty 1
Familiarity 1

Expertise

Tools knowledge 2
Collective Knowledge 4
Adequate Skills 1
Redundancy 7 15
Experience with Work 1

Management Mechanisms

Management 4
Planning 1
Discussion 1
Implementation 1 10
Evaluation 1
Information Radiators 1
Decision Making 1

Shared Leadership Shared Leadership 8 9
Formal Leadership 1

Communication Communication 9 9

Organization Culture

Culture 4
Structure 1 8
Team Size 2
Organization Support 1

Collaboration Interdependence 1 8
Collaboration 7

Learning Learning 8 8

Members Personality
Individual Differences 1
Heterogeneity 1 5
Personality 3

Team Autonomy Autonomy 4 5
Task Control 1

Feedback
Awareness 1
Acceptance 1 5
Feedback 3

Cohesion Cohesion 3 3

“Completion of the whole task or parts of tasks by other team
members”, [29]-ATEM-TC-Team orientation- “Increased task
involvement, information sharing, strategizing, and participatory
goal setting”. The aTWQ instrument has seven matches in the
following questions: [1]-aTWQ-Participative safety- “Do we
have a “we are in it together” attitude driven by the ability and
willingness to help and support each other in carrying out their
tasks?”, [12]-aTWQ-Support for Innovation- “Do team members
provide practical support for new ideas and their application
by prioritizing the teams’ task over other obligations?”, [17]-
aTWQ-Task orientation- “Do your team colleagues provide
useful ideas and practical help to enable you to do the job
to the best of your abilities?”, [18]-aTWQ-Task orientation-
“Are team members prepared to question the basis of what
the team is doing?”, [19]-aTWQ-Task orientation- “Does the
team critically appraise potential weaknesses in what it is
doing in order to achieve the best possible outcome?”, [20]-
aTWQ-Task orientation- “Do members of the team build on
one another’s ideas in order to achieve the highest possible
standards of performance?”, [21]-aTWQ-Coordination- “Is there
a common understanding when working on parallel subtasks,
and agreement on common work breakdown structures, sched-
ules, budgets, and deliverables?”. In the TWQ-BN instrument,
has four matches: [2]-TWQ-BN-Team Autonomy- “There is

no external agent interfering on how the team executes its
tasks. The external agent collaborates with them to define what
will be”, [6]-TWQ-BN-Coordination- “The team executes its
tasks in a synchronous and integrated manner”, [12]-TWQ-
BN-Monitoring- “The team members expose their obstacles
and progress regarding their tasks in a clear and objective
way” and [15]-TWQ-BN-Expertise- “The team members have
the necessary knowledge for developing the tasks with redun-
dancy.” Analyzing these questions matches, it is possible to say
that all, in general, are associated with the team autonomy,
therefore, one can envision a conceptualization joining the
Task Control factors with those identified in the questions of
the instruments: ATEM-TCM-Shared Mental Models, ATEM-
TCM-Communication, ATEM-TC-Team orientation, aTWQ-
Participative safety, aTWQ-Support for Innovation, aTWQ-Task
orientation, aTWQ-Coordination, TWQ-BN-Team Autonomy,
TWQ-BN-Coordination, TWQ-BN-Monitoring and TWQ-BN-
Expertise. Analyzing the matches, it is suggested that a team that
has autonomy in its tasks and work processes, probably, has a
shared mental models, a team orientation, a participative safety,
a support for innovation, a task orientation, a coordination, a
team autonomy, a monitoring and a expertise.

Coordination - Coordination: Coordination refers to team
members executing their activities in a timely and integrated
manner. It implies that the performance of some team members
influences the performance of others. This may involve an
exchange of information that subsequently influences another
member’s performance [23]. The degree of common under-
standing regarding the interrelatedness and status of individual
contributions [16]; It refers to team members executing their
activities in a timely and integrated manner and it is linked
to the performance of teams [12]. The code Coordination
has 14 matches with Instrument Factors questions. In ATEM
instrument, there are Team Coordination Mechanisms (TCM)
and Teamwork Components (TC). The TCM are composed
by: Shared Mental Models, Mutual Trust, and Communication,
showing how important the Coordination Mechanisms are to
Agile Teamwork Effectiveness. The TC are composed by:
Shared leadership, Redundancy, Peer feedback, Adaptability,
and Team Orientation. The questions in ATEM-TCM are gen-
eral, such as: [2]-ATEM-TCM-Shared Mental Models- “Com-
mon understanding of goals”, [3]-ATEM-TCM-Shared Mental
Models- “Common understanding of tasks”,[7]-ATEM-TCM-
Mutual trust- “Information sharing”. In the aTWQ instrument,
there is only one question referred to “Coordination”: [21]-
aTWQ-Coordination-“Is there a common understanding when
working on parallel subtasks, and agreement on common work
breakdown structures, schedules, budgets and deliverables?”.
Note that in this question, the aTWQ instrument aggregates
several characteristics of coordination factors into a single ques-
tion. In the TWQ-BN instrument, there is only one question too:
[6]-TWQ-BN-Coordination- “The team executes its tasks in a
synchronous and integrated manner.” Note that in this question,
the TWQ-BN instrument brings a more generic concept of
coordination. Analyzing these matches, it is possible to say that
all, in general, are associated with Coordination that following
mechanisms that TCM and TC in ATEM instrument. These
factors represent a large number of factors, including: Shared
Mental Models, Mutual Trust, and Communication, showing
how important the Coordination Mechanisms are to Agile Team-
work Effectiveness. It is suggested by the high frequency that
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Coordination is one of the most important factors in Teamwork
quality. The ATEM instrument defines the Coordination factor
with a greater completeness while the aTWQ and TWQ-BN
instruments are more generic. As recommendation, for more
in-depth analysis, we recommend using the ATEM instrument
when analyzing the Team Coordination.

Shared Leadership - Shared Leadership: Leadership is
rotated to the person with key knowledge, there is jointly
shared decision authority [27]. The code Shared Leadership
has nine matches with Instrument Factors questions: [13]-
ATEM-TC-Shared leadership- “The agile team facilitates team
problem-solving”, ‘[14]-ATEM-TC-Shared leadership- “The ag-
ile team determines performance expectations and acceptable
interaction patterns”, [15]-ATEM-TC-Shared leadership- “The
agile team synchronizes and combines individual team mem-
ber contributions using agile practices combined with auto-
mated tools”, [16]-ATEM-TC-Shared leadership- “The agile
team seeks and evaluates information that affects team func-
tioning”, [17]-ATEM-TC-Shared leadership- “Agile values and
methodologies determine team member roles”, [18]-ATEM-TC-
Shared leadership- “Agile values and methodologies determine
the frequency and type of preparatory meetings and feed-
back sessions”, [19]-ATEM-TC-Shared leadership- “A servant
leader facilitates a boundary-spanning function”, [20]-ATEM-
TC-Shared leadership-“Agile team practices provide a planning
function”. In aTWQ there is no specific question related to
“Shared Leadership”, in TWQ-BN instrument there is one
question:“[16]-TWQ-BN-Shared Leadership- “The decision au-
thority and leadership is shared.” Shared Leadership code has a
great importance in ATEM instrument with eight matches and is
one of the most important factors for Teamwork Quality in Agile
Context. In TWQ-BN instrument there is one generic question.
The ATEM instrument has a greater completeness in Shared
Leadership code.

Communication - Communication: Communication pro-
vides a means for the exchange of information among team
members [16]. The fundamental component of teamwork is
communication. It provides a means to exchange information,
share ideas among team members, coordinate efforts and pro-
vide feedback [36]. The code Communication has six matches
with Instrument Factors questions. In the ATEM instrument,
we found more generic questions, for example: [10]-ATEM-
TCM-Communication- “The team follows up on the progress
of tasks”, [11]-ATEM-TCM-Communication- “Visualize project
information” and [12]-ATEM-TCM-Communication- “Facilitate
informal communication”. In aTWQ instrument, there is not
explicitly a communication factor, but in question [4]-aTWQ-
Participative safety- “Do people keep each other informed
about work-related issues in the team supported by a frequent
communication?”. In TWQ-BN instrument, two questions are
related to “Communication”: [8]-TWQ-BN-Communication-
“The communication is effective” and [11]-TWQ-BN-Means of
Communication- “The team members communicate face-to-face
whenever possible”. Communication factor have a great impor-
tance in the three instruments: in ATEM, the questions are asso-
ciated with informal communication and visualization of project
information. In aTWQ instrument, it is considered that for a
team to stay informed about work matters, good communication
is necessary. In TWQ-BN instrument, highlights the importance
of effective, face-to-face communication whenever possible. For
a team to coordinate the tasks, it must communicate. Since agile

is based on tacit knowledge sharing [4], Communication is a
must factor to assess agile teams [8] [18], Furthermore, in agile
context, daily meetings play an important role on synchronizing
the team members’ tasks, as well as removing impediments and
mitigating risks.

Feedback - Feedback: Feedback involves the giving, seeking,
and receiving of information among team members. Giving
feedback refers to providing information regarding other mem-
bers’ performance. Seeking feedback refers to requesting input
or guidance regarding performance and to accepting positive
and negative information regarding performance, e.g. * respond-
ing to other members’ requests for information about their
performance * accepting time-saving suggestions offered by
other team members” [23]. “It involves providing information
regarding other members’ performance, requesting input or
guidance regarding performance of self and to accept positive
and negative information regarding performance” [12].“High
performance teams also get constant feedback on their pro-
ductivity and effectiveness both internally and from external
resources, and use this feedback to make improvements to the
group work” [11]. The code Feedback has four matches with
Instrument Factors questions. [8]-ATEM-TCM-Mutual trust-
“Willingness to admit mistakes and accept feedback”; [18]-
ATEM-TC-Shared leadership- “Agile values and methodologies
determine the frequency and type of preparatory meetings and
feedback sessions”; [21]-ATEM-TC-Peer feedback- “Identifying
mistakes and lapses in other team members’ actions”; [22]-
ATEM-TC-Peer feedback- “Regular feedback regarding team
member actions to facilitate self-correction”. Analyzing the
frequencies, the ATEM instrument is the only instrument that
talks about the importance of feedback associating this code
with the factors: ATEM-TCM-Mutual trust, ATEM-TC-Shared
leadership and ATEM-TC-Peer feedback.

Personality - Trust: Without sufficient trust, team members
will extend time and energy protecting, checking and inspecting
each other as opposed to collaborating to provide value-added
ideas [19]. They understand that agility depends on trusting
individuals to apply their competency in effective ways [5].
The code Personality - Trust has four matches with Instrument
Factors questions: [7]-ATEM-TCM-Mutual trust- “Information
sharing”; [8]-ATEM-TCM-Mutual trust- “Willingness to ad-
mit mistakes and accept feedback”; [9]-ATEM-TCM-Mutual
trust- “Supportive team social climate”; [7]-TWQ-BN-Team
Orientation- “The team members trust each other and feel
motivated to work together for achieving the team goals.”
Analyzing the frequencies, the ATEM instrument has a specific
factor related to the Trust code called “ATEM-TCM-Mutual
trust” and the TWQ-BN instrument has a factor called “TWQ-
BN-Team Orientation”. The ATEM instrument associated trust
code with “Information sharing”, “Willingness to admit mis-
takes and accept feedback” and the TWQ-BN instrument has a
more general question. So, if the company needs more detailed
information for the purposes of diagnosing the situation of the
teams about the trust of team members, it is more recommended
to apply the ATEM instrument.

Team Orientation - Team Orientation: Team orientation
refers to the team tasks and the attitudes that team members
have towards one another. It reflects an acceptance of team
norms, the level of group cohesiveness, and the importance of
team membership, e.g.-assigning high priority to team goals and
participating willingly in all relevant aspects of the team [23].
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Refers to belief of team members in the importance of team
goals over individual member goals, propensity to take other’s
behavior into account during group interaction. It reflects an
acceptance of team norms, the level of group cohesiveness
and the importance of team membership” [12]. The ability to
take other team member’s behavior into account and set team
goals over individual goals [15]. The code Team Orientation has
three matches with ATEM Instrument Factors questions and one
match with TWQ-BN instrument factor: [28]-ATEM-TC-Team
orientation- “Increased task involvement, information sharing,
strategising, and participatory goal setting”; [30]-ATEM-TC-
Team orientation - “Increased task involvement, information
sharing, strategising, and participatory goal setting”; [31]-
ATEM-TC-Team orientation- “The team sticks together and
remains united”; [7]-TWQ-BN-Team Orientation- “The team
members trust each other and feel motivated to work together for
achieving the team goals.” Analyzing the frequencies, the code
Team Orientation, this is a factor in ATEM with 3 questions and
a factor in TWQ-BN with one question. The Team Orientation
is related with control mechanisms in ATEM what is associated
with achieve the goals.

Team Orientation - Goals: That members are clear about
team goals is the single most important part of high performing
teams [11]. The code Team Orientation-Goals has one match
in [6]-aTWQ-Participative safety- “Do we keep in touch with
one another as a team by accepting that team goals are more
important than individual goals? It is suggestive a relationship
between Team Orientation - Goals code and Participative safety,
considering that the “team goals are more important than
individual goals”.

Team Orientation - Planning: “The best teams spend
time planning how they will solve problems and make deci-
sions [11]”. The code Team Orientation-Planning has one match
in ATEM instrument: [20]-ATEM-TC-Shared leadership- “Agile
team practices provide a planning function” and two matches
in aTWQ instrument: [5]-aTWQ-Participative safety-”- “Is there
a lot of give and take by the team members’ motivation to
maintain the team? - Innovation and Planning Iteration-IV”;
[10]-aTWQ- “Support for Innovation - Do people in this team
always search for fresh, new ways of looking at problems-
Innovation and Planning Iteration-IV?” It is suggestive that
Team Orientation - Planning code is associated with ATEM-
TC-Shared leadership when say “Agile team practices provide
a planning function”.

Team Orientation - Performance Monitoring: “It is the
ability to develop a common understanding of the team envi-
ronment through observing the activities of other team members
and apply appropriate task strategies to accurately monitor team-
mate performance to recognize when a team member performs
correctly [12]. The code Team Orientation - Performance Mon-
itoring has three matches with Instrument Factors questions:
[14]-ATEM-TC-Shared leadership- “The agile team determines
performance expectations and acceptable interaction patterns”;
[20]-aTWQ-Task orientation- “Do members of the team build
on one another’s ideas in order to achieve the highest possible
standards of performance?”; [12]- TWQ-BN- Monitoring- “The
team members expose their obstacles and progress regarding
their tasks in a clear and objective way.” Analyzing the fre-
quencies, the code Team Orientation - Performance Monitoring
are found in three instruments evidencing the importance for
teamwork quality.

Team Orientation - Information Radiators: “Information
radiators, such as burn charts, allow teams to clearly visual-
ize current project status and what is required to complete
goals. Such information radiators were discussed as being
invaluable sources of motivation, excitement, and team cohe-
sion” [37]. The code Team Orientation - Information Radia-
tors has three matches: two matches with ATEM Instrument
and one match with aTWQ instrument: [16]-ATEM-TC-Shared
leadership- “The agile team seeks and evaluates information that
affects team functioning”; [28]-ATEM-TC-Team orientation-
“Increased task involvement, information sharing, strategising,
and participatory goal setting”; [4]-aTWQ-“Participative safety -
Are there real attempts to share information throughout the team
driven by openness of the information exchange?” Analyzing the
frequencies, the code Team Orientation - Information Radiators,
it’s suggestive the information is important for team functioning.

Team Orientation - Redundancy: Redundancy is associated
with members that have multiple skills so that they can perform
(parts of) each others’ tasks [27]. It was found three matches:
[23]-ATEM-TC-Redundancy- “Recognition by potential backup
providers that there is a workload distribution problem in
their team”. [24]-ATEM-TC-Redundancy- Shifting of work re-
sponsibilities to underutilized team members”, [25]-ATEM-TC-
Redundancy- “Completion of the whole task or parts of tasks
by other team members”. Analyzing the frequencies, the only
instrument that matches with Team Orientation - Redundancy
was ATEM that has one specific factor for this. So, the Re-
dundancy is associated with “Recognition by potential backup
providers that there is a workload distribution problem in their
team” and “Shifting of work responsibilities to underutilized
team members” and “Completion of the whole task or parts of
tasks by other team members” [32].

Personality - Individual Differences: Successful teams also
accept differences in people as long as their behavior helps task
accomplishment [11]. The code Personality - Individual Dif-
ferences has three matches with Instrument Factors questions:
[6]-ATEM-TCM-Shared Mental Models- “Common understand-
ing of individual skills and expertise”; [15]-ATEM-TC-Shared
leadership- “The agile team synchronizes and combines individ-
ual team member contributions using agile practices combined
with automated tools”; [6]-aTWQ-Participative-safety- “Do we
keep in touch with one another as a team by accepting that team
goals are more important than individual goals?”; Analyzing the
frequencies, the Individual Differences are more associated with
Participative safety considering that team accepting that team
goals are more important than individual goals.

Team Orientation - Decision-Making: It does not matter
if the decision-making strategy is consensus or majority, etc.,
it is only important that the rules of engagement are defined
beforehand [11]. Analyzing the frequencies, the only instrument
that matched was [16]-TWQ-BN- Shared Leadership- “The
decision authority and leadership is shared.”. It was suggestive
a relationship between Decision-Making and Shared leadership.
The literature consider that the agile team needs a Shared
Leadership [32] [35].

Expertise - Tools knowledge: There was one match in Ex-
pertise - Tools knowledge: [15]-ATEM-TC-Shared leadership-
“The agile team synchronizes and combines individual team
member contributions using agile practices combined with au-
tomated tools”. It is suggestive and proven in the literature that
agile practices with automated tools is a important factor for
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teamwork quality in agile context [32], [35].
Expertise - Adequate Skills: “Refers to the required skills

that the software development team must possess to execute
their tasks. It is measured through the team member’s per-
spective about the adequacy of the team competencies” [22].
There is one match in ATEM instrument: [6]-ATEM-TCM-
Shared Mental Models- “Common understanding of individual
skills and expertise”. It is suggested that a common understand-
ing of individual skills and expertise influenced positively the
teamwork quality [32].

Expertise - Task Novelty: If the task novelty is low, it is
likely that the teams have developed sufficient meta knowledge
to adequately assign tasks to team members [22]. It has one
match in the question: [8]-aTWQ-Support for Innovation- “Is
this team always moving towards the development of new
answers?”. We consider a team that is looking for new answers
as well as one that has knowledge of new tasks. So, it suggestive
that task novelty is associated with teamwork quality.

Expertise - Structure: “The structure of the team is im-
portant. The team members must all contribute, and therefore,
a successful team only consists of the smallest number of
members necessary to reach the group goal. The group must
also allow subgroups to form to work on smaller chores. These
subgroups are not seen as a threat to the group, but as necessary
and valued for their contribution to the team [11]”. There is
one match in aTWQ instrument: [21]-aTWQ-Coordination- “Is
there a common understanding when working on parallel sub-
tasks, and agreement on common work breakdown structures,
schedules, budgets and deliverables?”. This match did not have
a semantic correspondence.

Expertise - Roles: “After the goal is defined the group can get
organized and decide what needs to be done and who does what.
The most important thing is that each member really knows
what their role is, independently of if they volunteered for the
role or not, i.e., both the expectations and the process need
to be clear [11].” There is one match with ”[17]-ATEM-TC-
Shared leadership- “Agile values and methodologies determine
team member roles”. It is possible to say that roles in agile
teams are determined by agile values and methodologies [32].

Expertise - Motivation: “There seems to be value, therefore,
in frequent signs of progress towards collective goals. Such
indicators were seen to strongly support individual motivation
to contribute to team efforts [37]. There is one match in aTWQ
instrument: [5]-aTWQ-Participative safety- “Is there a lot of
give and take by the team members’ motivation to maintain the
team?”. Motivation was associated with the quality of a team’s
work [17].

Collaboration - Interdependence: “In high performance
teams, the tasks demand that members work together as a unit
or in subgroups to reach the goal [11].” There is one match in
TWQ-instrument: [4]-TWQ-BN-Collaboration- “There is a high
degree of collaboration in the team for achieving success on the
project development.” Is suggestive that the existence of high
degree of collaboration is associated with success on the project
development [8].

Team Learning - Team Learning: “It involves the ability
to identify the changes in the team environment and adjust the
strategies as needed” [12]. The instrument TWQ-BN has one
match: [17]-TWQ-BN-Team Learning- “The team adapts itself
to changes in the team environment and adjust the strategies
as needed.”. The instruments aTWQ and STEM don’t explicitly

talk about team learning, but has the “Team Learning” in other
factors.

Cohesion - Cohesion: Team cohesion refers to the degree to
which team members desire to remain on the team [16]. The
TWQ-BN instrument has one match: [3]-TWQ-BN-Cohesion-
“The team works cohesively and synchronously, prioritizing
the team goals, and self-organize efficiently.” Cohesion is one
important factor in [17].

C. Responses to research questions

This section introduces a discussion on research questions,
trends observed, attributes, and data collection mechanisms.

RQ1. How are literature-based Agile Teamwork factors
(codes and themes) and ATEM, aTWQ, and TWQ-BN
Agile Teamwork instruments factors and questions are
quantitatively related?

We mapped the factors of the three instruments (ATEM,
aTWQ, and TWQ-BN), then we compared them with ASD
codes and themes found by Freire et al. [9]. The objective is
to understand how the ASD factors (codes and themes) and
instrument factors and questions are related. Then, we intended
to identify trends in these factors. We noted that the codes with
more Teamwork instrument questions are Team Autonomy -
Task Control (14 questions matched), Coordination - Coordina-
tion (14 questions matched), and Shared Leadership - Shared
Leadership (9 matches). Considering the Themes analysis in
Section IV-A, the result of this work confirmed Freire et.al. [9]
results in which the first two frequencies of these studies are in
the same order: Team Orientation and Coordination.

RQ2. How are literature-based Agile Teamwork factors
(codes and themes) and ATEM, aTWQ, and TWQ-BN Agile
Teamwork instruments factors and questions are qualita-
tively related? From the Section IV-B it’s possible to say that
the instruments ATEM, aTWQ and TWQ-BN brought in these
instruments questions new concepts directly associated with
the agile context, among them: agile practices, daily sprints,
retrospective meetings, etc. Thus, the present work demonstrated
this conceptual evolution of the ASD terms in Freire et.al. [9]
work. As examples: [15]-ATEM-TC-Shared leadership- “The
agile team synchronizes and combines individual team member
contributions using agile practices combined with automated
tools”; [18]-ATEM-TC-Shared leadership- “Agile values and
methodologies determine the frequency and type of preparatory
meetings and feedback sessions”; It can be understood by the
behaviours markers that consider agile practices[32].

RQ3. How literature-based Agile Teamwork factors (codes
and themes) can be investigated by researchers and practi-
tioners with support of the instruments ATEM, aTWQ and
TWQ-BN?

The researchers can investigate whether high or lower fre-
quencies are in fact more or less important for the team-
work quality. In this way, researchers will already have prior
knowledge of which parts of the instruments to use. From the
results from RQ2, it was found the frequency of appearance
of each factor related to the teamwork quality and the num-
ber of corresponding questions for each instrument. With this
knowledge, this work can support other works that need to
use a ASD teamwork instrument for a specific purpose. As
example, if a researcher needs to investigate the relationship
between Feedback and Team Autonomy in a company, he can
choose specific parts of ASD instruments identified in this work.
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Qualitative concepts can be investigated in future works that
aim to investigate the ASD factors from the knowledge of the
identified parts of the agile instruments.

V. DISCUSSION

In Section IV, we compared ASD codes found in Freire
et.al. [9] with all the questions of the ASD instruments, ad-
dressing the RQs in section III-A. In Section V-B, we discuss
implications for research and practice.

A. Comparison of Literature-based Teamwork Factors (codes
and themes) and Teamwork Instrument Factors and Questions

We used the literature-based Thematic Network codes iden-
tified by Freire et al. [9] as a comparison base because it is
the most current work that analyzed the most recurrent factors
in agile teamwork works in the literature, providing evidence
that these factors are important for the teamwork quality. We
observed that, considering the four themes with more matches
as showed in Section IV: Task Orientation (17 matches), Co-
ordination (17 matches), Team Autonomy (14 matches), and
Shared Leadership (9 matches). From the result of the analysis
of the frequencies of the instruments, it is suggestive to say
that: “Agile times that have task orientation, coordination, time
autonomy and shared leadership are more likely to have a high
teamwork quality.”

B. Summary of findings
This work can support other works that need to use a

ASD Teamwork Instrument for a specific purpose. As example,
if a researcher needs to investigate the relationship between
Feedback and Team Autonomy, he can choose what parts of
instruments use. For Feedback code, there are four questions in
ATEM instrument. For Team Autonomy, there are four questions
in ATEM instrument, six questions in aTWQ instrument, and
four questions in TWQ-BN instrument. This work highlights
that the ASD literature themes: Team Orientation (14 matches),
Coordination (17 matches), Team Autonomy (14 matches), and
Shared Leadership (9 matches) are the most used in ASD
Teamwork Instruments. We observed that, considering the four
themes with more matches as showed in Section IV, we have a
pattern considered that in Freire et.al. [9], the two ASD themes
with more frequency were Team Orientation, and Coordination.
This is an important result, as it confirms that the factors iden-
tified by Freire et. al. [9] are, in fact, those that are being used
more frequently in specific ASD teamwork instruments, which
were developed based on strong literature theories and empirical
studies. Additionally, we compared the referred questions in the
ATEM, aTWQ and TWQ-BN instruments. We noted that finding
a standard terminology for ASD Teamwork factors remains
challenging, and there is a need for further investigation into this
area. Finally, practitioners can benefit from the study’s findings
by better understanding the recent Agile Teamwork instruments
in ASD.

VI. LIMITATIONS AND THREATS TO VALIDITY

The results of this study may have been impacted by the
frequency analisys methods based only on syntatic aspects and
incompleteness of the ASD Teamwork instrument.

Quantitative analysis based only on syntactic aspects.
The quantitative analysis was based on frequency analysis,
where each word of a ASD code contained in a question
of the ASD instrument will be computed without considering

semantic aspects. This can lead to some problems, such as
incorrect semantic counts, but in order for the study to have
a more reproducible method, we preferred to adopt this choice.
As future work, we intend to consider semantic aspects in
quantitative analysis.

Incompleteness of the ASD Teamwork instruments. Three
instruments were chosen for the agile context, possibly the
results could be different if more instruments were added. For
reasons of time and complexity of the work, at the moment,
only three instruments were considered. As future works, we
intend to compare more ASD instruments.

VII. CONCLUSIONS

Our study makes several contributions to the teamwork qual-
ity literature aiming to give directions for an understanding of
how ASD literature-based codes and themes identified by Freire
et al. [9] and Agile Instruments factors and questions in ASD are
related. We identified and compared three instruments specific
for ASD, showing the frequency of the matches. Further, we
identified ASD Instruments questions related to ASD literature-
based codes that can support other works that investigate the
relationship between ASD factors by providing knowledge of
specific parts of ASD instruments. In this way, researchers will
be able to have greater coverage in their investigations. This
study can support other studies that can increase the body
of knowledge by allowing an update of the literature-based
Thematic Network developed by Freire et. al. [9].

Our findings show that many factors have been used by
researchers to measure teamwork quality in ASD. Also, the an-
alyzed instruments have similar questions with different names,
pointing to the need for terminology standardization. Our results
can support a unified Teamwork instrument in ASD, considering
the most frequent questions of each instrument.

This paper presents a comprehensive view of comparing
teamwork instruments qualitatively in ASD. This study has
identified new trends that should be taken into account for
further research in the field. Furthermore, more investigation is
still needed into comparing teamwork instruments qualitatively.
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The Influence Of Technological Factors On Dark 

Web Marketplace Closure

Abstract—The Dark Web serves as a platform to enable a host of 

illegal cyber activities. One such activity is Dark Web 

Marketplaces that operate as e-commerce websites but facilitate 

the sale of illicit goods and services. Various government and law 

enforcement agencies have surged many resources in trying to 

reduce dark web marketplace-related cybercrime. Still, dark web 

users can set up new marketplaces that become even more 

demanding to infiltrate. This study aimed to understand the 

influence of technological factors on dark market closures and how 

this could aid government and law enforcement in responding to 

dark web marketplace challenges quicker. Literature was 

synthesized to identify key technological factors that influence 

marketplace operations. These were: Anonymization, 

cryptocurrencies, decentralization, and codebase. A conceptual 

model was then developed and analyzed using quantitative data 

compiled from 87 dark web marketplaces. The findings suggest 

each of the technological factors identified has a low likelihood of 

influencing marketplace closures. 

Keywords; Dark Web Marketplaces, Cybercrime, Online 

Anonymity, Law Enforcement, Technological Factors 

I. INTRODUCTION

There are three layers to the internet. The first layer, the 
Surface Web, has been extensively crawled and indexed and is 
accessed through common browsers such as Google, Firefox, 
and Microsoft Edge [1]. Despite its assumed size, the surface 
web only accounts for approximately five percent of all the 
information accessible on the World Wide Web. The other 
ninety-five percent of information is situated on the second 
layer, commonly referred to as the Deep Web [2]. The Deep 
Web has not been extensively crawled or indexed by search 
engines, such as Google, meaning all the information on it is 
inaccessible to the public and can only be accessed by navigating 
to a specific internet address [3]. The Deep Web contains 
primary harmless and protected data such as a university intranet 
system or information from password-protected websites such 
as banking details [4].  

Growing expeditiously within the Deep Web is the third and 
final layer to the internet known as the Dark Web or, as some 
refer to it, the Darknet (1). A unique web browser is required for 
users to access the Dark Web. The most popular of these web 
browsers is The Onion Router (TOR) which provides anonymity 
to its users through redirecting internet traffic [5]. Various illegal 
activities take place on the Dark Web. The present study focuses 
on Dark Web Marketplaces, also referred to as Dark 
Marketplaces and the technological factors that enable them. 

A significant concern regarding Dark Web Marketplaces is 
surrounding regulation. As the Dark Web is part of the world 
wide web, which is information sharing across multiple borders, 
it is difficult for specific governments to regulate international 
activity. In addition, because of the wide range of use cases that 

the deep web facilitates, simply restricting access is unfeasible 
(6). Much to the dismay of law enforcement, the closure of Silk 
Road, the largest Dark Web marketplace to date, had little to no 
effect on curbing cybercrime, and the economy of the Dark Web 
(7) Dark Web marketplace revenue was estimated to have
increased by two hundred million USD since 2019, going from
1.3 billion USD to 1.5 billion USD in 2021. Dark Web
marketplaces are anticipated to become more user-friendly and
inventive, and the marketplace aspect is expected to increase as
customer demand increases (8).  Darknet users continue to
establish new marketplaces that become more challenging to
penetrate (9). (8) stated that the Darknet would become even
more problematic to infiltrate as technology advances.

Thus, the purpose of this research is to determine the 
influence of technological factors on dark market operations, 
describe better how dark markets operate and allow for 
formulation of appropriate regulations and assist in the broader 
strategy of trying to detect, intercept and respond to illegal dark 
market activity (1).  

II. LITERATURE REVIEW

Dark Web Marketplaces are built off the idea of eCommerce 
and function like the Alibaba Group or eBay but differ in the 
strong anonymity they offer their users. This vital anonymity 
aspect can be attributed to the web browsers needed to access 
these marketplaces and the cryptocurrencies that finance 
transactions [10]. Dark Web marketplaces offer an extensive 
range of products, the most frequent being illegal goods such as 
drugs, malware, and weapons [11]. The anonymity component 
provided with Dark Web marketplaces is used to elude law 
enforcement [12]. There are currently forty-four (44) Dark Web 
marketplaces active as of the beginning of 2021. Some of these 
marketplaces include the third installment of the original Silk 
Road, called Silk Road 3.1, and the DarkFox Market, which is 
currently one of the largest marketplaces in 2021 [14]. In 
addition, since the covid-19 pandemic, Dark Web marketplaces 
have witnessed an increase in bulk buying from users and the 
sale of personal protective equipment (PPE) and other medical 
goods [15]. them. However, in the context of this paper, online 
anonymity will extend to the technological aspect in which 
online activity cannot be linked to an Internet Protocol (IP) 
address [17]. Simply hiding your identity over the internet does 
not ensure anonymity from Internet Service Providers (ISP's) 
[18].  

In terms of Dark Web and Dark Web Marketplaces, The 
Onion Router (TOR) is a popular tool that enables anonymity 
from ISP's while browsing on the Dark Web [17]. 
Cryptocurrencies are also a critical technology that allows 
anonymity on Dark Web Marketplaces. Cryptocurrencies such 
as Bitcoin provide strong anonymity to their users and 
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transactions. Thus, it became a vital technology in opening the 
first Dark Web marketplace; Silk Road [11].  

A. The Onion Router (TOR)

The very foundation of the Dark Web and its activities, such
as its marketplaces, are based on Onion Routing. The TOR 
project was created and launched by the US Navy in 2002 to 
warrant networked anonymous communication [22]. Initially, 
TOR was created to avoid political censorship and enable 
freedom of speech over the internet but has since been adapted 
to facilitate various other activities, including illegal activities 
[23]. TOR was designed as a low-latency network, a network 
developed to handle a high capacity of data messages with very 
little delay or latency while performing functions such as web 
browsing [24]. The anonymity aspect is achieved through the 
concept of onion routing. Onion routing allows users to redirect 
their internet traffic through other users' devices such that the 
identity of the original user cannot be differentiated from the 
various other users [25].  

Since an essential factor behind anonymity with TOR is to 
mask one's identity in a sea of various other identities, the 
soundness of one's anonymity on TOR depends on the number 
of users on the system [24]. It also depends on whether users on 
the TOR system are undetectable. If a particular user becomes 
de-anonymized on the TOR network, this decreases the 
anonymity level for other users putting the entire network at risk 
(25). Thus, a knowledgeable understanding of how to download, 
install and correctly use the TOR software is crucial in ensuring 
TOR's anonymous integrity [24]. With the demand for online 
anonymity increasing, TOR has improved its ease of use and 
provided a mobile version of the software [26]. The Inevitability 
theory of technology states that once a technology is created, 
what comes after is its inevitable development [28]. Therefore, 
TOR's development and advancements will only continue and, 
if not regulated correctly, could pose challenges for law 
enforcement. 

B. Cryptocurrencies

Cryptocurrencies are a form of digital money that enables
users to conduct peer-to-peer (P2P) transactions without the 
need for centralization [29]. Since cryptocurrencies are a 
decentralized technology, government and banking institutes 
have no control. Furthermore, cryptography and blockchain 
technologies ensure the privacy and security of users and their 
transactional information [30]. One of the first cryptocurrencies 
created was Bitcoin in 2009 [7]. As Bitcoin provides a level of 
security to its users and transactions, and as the cryptocurrency 
is a decentralized technology, it became a crucial technology in 
opening the first dark web marketplace, Silk Road. Silk Road's 
users purchased various illegal items from the marketplace, with 
payment being made in Bitcoin [11]. Following the fall of Silk 
Road, various other marketplaces began to rise, and all made use 
of cryptocurrencies to facilitate their transactions [11]. Since the 
establishment of cryptocurrencies, there has been a spike in 
cybercrime worldwide. Having these Dark Web Marketplaces 
hosted on TOR and facilitated by Bitcoin transactions made it 
almost impossible for law enforcement and government to 
regulate illegal activity on marketplaces [30]. A challenging 
aspect for government and law enforcement regarding 

cryptocurrencies is that they are decentralized. Meaning no 
central entity controls it, making it difficult to establish a 
regulatory framework [32].  

C. Decentralization

Most software applications developed adhere to the
centralized client-server model by where a central system 
controls the application. Few applications follow a distributed 
approach, but very few software applications are decentralized 
[33]. Decentralized applications can function in two ways, either 
run on blockchain technology (which is based on peer-to-peer 
communication) or in a peer-to-peer (P2P) network itself. A 
significant drawback to Dark Web marketplaces is that they are 
a centralized entity, meaning a central figure (marketplace 
admin) controls marketplace activity. A decentralized version of 
these marketplaces would mean cutting out the middleman and 
having buyers and sellers interact directly with one another [34]. 

D. Law Enforcement and Government Intervention

This literature review has highlighted the various technical
factors that make the Dark Web and its marketplaces challenging 
to govern and regulate. Factors such as blockchains and 
cryptocurrencies decentralized nature where no central entity 
controls them [32]. Or how TOR’s anonymity and encryption 
attribute inhibit law enforcement in locating cybercriminals [38]. 
[40] proposes two solutions in decreasing Dark Web-related
crime. Solution 1 would be to block access to TOR. Although
this will significantly reduce Dark Web-related crime, it would
be unfeasible as TOR has a wide range of use cases. The second
solution would be to target hidden services. This solution does
not have severe repercussions as the first, but it would be more
challenging to implement [40].

E. Conceptual Model and Hypotheses

Fig. 1 below presents a conceptual model, of the
technological factors influencing the nature of dark 
marketplaces.  

Fig 1. Conceptual model for the study. 

The study hypothesises the following: 

H1:  The type of anonymizing software used to access a dark 
web marketplace site will influence or determine the nature in 
which that dark marketplace becomes out of service.  

H2: The cryptocurrency used to purchase illegal goods and 
services from a dark web marketplace will influence or 
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determine the nature in which that dark marketplace becomes 
out of service. 

H3: There is an association between marketplaces 
supporting decentralization and the nature in which the 
marketplace becomes out of service. 

H4: The software in which dark web marketplaces are 
developed will influence or determine the nature in which that 

dark marketplace becomes out of service. 

III. METHODOLOGY

The researchers adopted an objectivism ontological stance 
and positivism epistemology to guide this study [44], [45]. The 
study was cross-sectional, and data was collected via a 
secondary quantitative research method. Collecting large data 
sets over an extended period of time pertaining to Dark Webs 
and Dark Web Marketplaces is unfeasible due to time constraints 
[46]. According to [47], conducting Dark Web data collection 
requires the researcher to have extensive technical knowledge 
with web scraping, crawling tools, and routing software. [47] 
also states that if collecting Dark Web data in such a manner is 
not feasible, researchers can draw information from digital 
archives. Material that could be utilized to study Dark Web 
architecture includes Dark Web forums, mailing lists, hidden 
sites, and software repositories [47]. Hence classifying the 
secondary data as multiple-source secondary data as data can be 
collected from both survey and documentary secondary data 
[46]. 

A. Sampling

Obtaining data related to an entire population or all the Dark
Web marketplaces functioning on the Dark Web is impractical 
[42]. The impracticality is derived from the difficulty of 
identifying all marketplaces on the Dark Web due to the 
technologies used to keep sites hidden [5]. In such cases, a 
sampling technique would allow the researcher to only source 
data on a subset of an entire population or subset of all existing 
Dark Web marketplaces [50].     

As this research deals with the Dark Web and secondary data 
collection, purpose sampling was adopted [51]. Obtaining data 
related to the Dark Web can be challenging with all the technical 
expertise required for collection procedures such as web 
scraping and crawling, making a purpose sampling strategy 
suitable. The drawbacks, however, of such a sampling strategy 
is that it becomes difficult to create a generalization for a 
population based off the subset chosen. 

B. Data Collection

Secondary data was collected from Darknet Market Archives
(DNM), an online dark web repository containing Information 
regarding Dark Web Marketplaces [48]. The DNM archive has 
been publicly released, and information relating to 87 Darknet 
Marketplaces was collected [48]. Data relating to the 
marketplace’s technological capabilities, such as the 
anonymizing software being utilized, the types of 
cryptocurrencies used to finance transactions being utilized, the 
codebase in which the marketplace was developed, and whether 
marketplaces started implementing decentralized technologies 

were collected.  In addition to this, data relating to law 
enforcement and government efforts were also collected from 
the DNM, such as the reasoning behind marketplace closing and 
the success rate of a law enforcement raids. 

The data were thus placed into six categorical variables: 
anonymization, cryptocurrency, decentralisation, codebase, 
reasoning for marketplace closure, and law enforcement success 
rate, similar to the original DNM Archive [48]. Each category 
relates to a section discussed in the literature review chapter of 
this study where both reasoning for marketplace closure and law 
enforcement success rate refers to Law enforcement and 
Government Intervention.  

To ensure the quality and suitability of the data for analysis, 
the researchers took several measures to mitigate the potential 
risk of using inconsistent data. First, reliability and validity tests 
to evaluate the data's quality and consistency were conducted. 
While the data size may be limited due to the exploratory nature 
of the study, the reliability and validity tests suggested fair 
reliability, indicating that the data could be used for analysis. 
However, the researchers acknowledged that the data collected 
from web scrapes and crawls can be prone to external factors 
such as internet connectivity issues and bugs in the crawling 
software. Therefore, they took additional steps to verify the 
accuracy of the data by cross-referencing it with other sources 
where possible. Overall, these measures helped to ensure the 
quality and reliability of the data, reducing the risk of 
confounding the study results. [49]. 

C. Ethical Considerations

The researchers obtained for ethics approval from the
university of Cape Town.  Internet-mediated research uses the 
internet or computing device to conduct archival research and 
collect secondary data. Secondary data collected and published 
in a public setting, such as an online data repository, does not 
require extensive ethical considerations [53]. However 
according to [46], the sources from which the data was collected 
should also be distinctly acknowledged, and, if provided, 
citation guidelines offered by the online repositories should be 
adhered to.  

D. Assessing Reliability and Validity

To assess the reliability and validity of the secondary data
collected, it was recommended by [54] to identify copyright 
statements and published papers utilizing the data.  The data set 
released by [48] was released under the Creative Commons CC0 
“No Rights Reserved” license. The Creative Commons (CC) 
license is a copyright license that defines how information can 
be distributed. It is utilized in cases where the owner of a piece 
of work wants to give free access to their work with the intention 
for their work to be built upon by other users [55]. [54] proclaims 
that obtaining the data source's copyright statement indicates 
who is accountable for the data. By obtaining the publications in 
which the dataset is being utilized, according to [54], will assert 
the data’s reliability as publications are deemed further reliable. 

E. Data Analysis

Data analysis was performed using IBM Statistical Package
for the Social Sciences (SPSS). A descriptive analysis was first 
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performed to give a basic description of the data collected. This 
involved describing each variable's distribution, its central 
tendency, and the relationship between variables. This analysis 
is presented in the form of a frequency distribution table, bar 
charts, and cross-tabulation tables [59]. Following this, 
regression analysis and hypotheses testing were performed. This 
allowed for the hypotheses presented in chapter two to be tested 
by performing a Fisher-Freeman-Halton Exact Test. And for the 
research question to be answered by performing a linear 
regression analysis. 

IV. RESULTS 

A. Descriptive Analysis 

Table 1 below presents the characteristics of the data 
collected from the DNM. Information on 87 Dark Web 
Marketplaces was collected. The majority of the marketplaces 
assessed implemented only TOR as their primary anonymizing 
software (94.3%), with only a small portion of marketplaces 
utilizing I2P with or instead of TOR (5.7%) as a means of 
ensuring anonymity on the Dark Web. Bitcoin was the most 
popular cryptocurrency used to finance transactions, with 89.7% 
of marketplaces accepting bitcoin as payment for goods and 
services. Some marketplaces did offer other forms of payment, 
such as Litecoin (3.4%) and alternative coins, referred to as 
‘other’ (2.3%). However, a select group of marketplaces offered 
more than one form of payment, allowing their users the option 
of either paying in Bitcoin or Litecoin (4.6%). More than half of 
the marketplaces identified did not offer support for multi 
signatures (80.5%). The codebase in which marketplaces were 
developed in was unknown for some marketplaces (29.7%). 
Other marketplaces did make use of open-source PHP 
frameworks such as Bitwasp (16.1%) and Nette (2.3%) to 
develop their site. However, a significant portion of 
marketplaces did decide to custom build their marketplace site 
(31%). In terms of the reasoning as to why Dark Web 
Marketplaces stopped operating, 40.2% seized its operations due 
to scams conducted by marketplace operators, 16.1% were 
because of hacks that forced closure, 6.9% of marketplaces 
closed for unknown reasons, and 26.4% were voluntary closures 
by marketplace operators. From all the 87 marketplaces 
assessed, only 10.3% were brought to closure by law 
enforcement. And an even smaller percentage (8%) resulted in 
the prosecution of marketplace operators.   

 

TABLE I. Frequency distribution describing data collected 

Anonymization Frequency Percentage 

TOR 82 94.3 

I2P with or instead of TOR 5 5.7 

Cryptocurrency Frequency Percentage 

Bitcoin 78 89.7 

Litecoin 3 3.4 

Both Bitcoin and Litecoin 4 4.6 

Other 2 2.3 

Decentralization Frequency Percentage 

Made use of Multi signatures 17 19.5 

Did not make use of Multi 
signatures 

70 80.5 

Codebase Frequency Percentage 

Custom 27 31 

Bitwasp 14 16.1 

Nette 2 2.3 

Other 19 21.8 

Unknown 25 29.7 

Reasoning for Marketplace 
Closure 

Frequency Percentage 

Law enforcement Raid 9 10.3 

Hacked 14 16.1 

Scam 35 40.2 

Voluntary 23 26.4 

Unknown 6 6.9 

Law Enforcement Success 
Rate 

Frequency Percentage 

Led to prosecution 7 8.0 

Did not lead to prosecution 80 92.0 

  

 As is the case for descriptive data, to measure the 
central tendency, which is to identify the most frequent value, 
the mode, will be most appropriate [59]. Table 2 below presents 
the mode for each category in the data set. For the anonymization 
category, TOR was the most frequently used anonymizing tool. 
Bitcoin was identified as the most popular cryptocurrency to 
purchase goods and services from marketplaces. Custom-built 
marketplaces were the most common choice taken by 
marketplace operators when developing the marketplace site. 
Scams were the usual way in which marketplaces closed. And 
finally, out of all the 87 illegal marketplaces, 80 of them did not 
face any legal repercussions.    

 

TABLE II.  The Mode for each categorical variable in the dataset 

Category Mode (Count out of 87) 

Anonymization TOR (82) 

Cryptocurrency Bitcoin (78) 

Decentralization 
Did not make use of multi signatures 

(70) 

Codebase Custom (27) 

Reasoning for Marketplace 
Closure 

Scam (35) 

Law Enforcement Success Rate Did not lead to prosecution (80) 

 

B. Interdependence between Anonymizing Technology and 

Marketplace Closure Reasoning 

A cross-tabulation analysis will be suitable to analyse the 
interdependence between two variables [46]. Table 3 below 

107



illustrates the interdependence between the anonymizing 
technology used and the nature in which the marketplace closed. 
Overall, 10.3% of marketplaces were using some form of 
anonymizing software and getting raided by law enforcement. 
However, 11% of marketplaces implementing TOR succumbed 
to a law enforcement raid which is more than the total amount 
of marketplaces getting raided (10.3%). An adjusted residual 
value above 2 indicates that the observed frequency for a 
particular cell is more than the frequency expected for that cell. 
An adjusted residual value below -2 suggests that the observed 
frequency for a specific cell is smaller than the frequency 
expected for that cell [60]. As the adjusted residual is either 
below 2 or above -2, there is no deviation explaining that 11% is 
not statistically differentiable from the total of 10.3%. This 
interpretation was similar for reasoning consisting of Hacked, 
Scam, Voluntary and Unknown, where the percentage within 
Anonymizing Technologies is not statistically differentiable 
from the total value as the adjusted residual values are either 
below 2 or above -2.  

TABLE III.  Anonymizing Technology and Marketplace Closure 
Reasoning 

 

Reason for 
Marketplace 

Closure 

 

Anonymizing Technologies 

Total 

TOR 
I2P with or 

instead of TOR 

Raid 

Count (%) 

Adjusted Residual 

 

9 (11%) 

0.8 

 

0 (0.0%) 

-0.8 

 

9(10.3%) 

Hacked 

Count (%) 

Adjusted Residual 

 

14 (17.1%) 

1.0 

 

0 (0.0%) 

-1.0 

 

14(16.1%) 

Scam 

Count (%) 

Adjusted Residual 

 

34 (41.5%) 

1.0 

 

1(20.0%) 

-1.0 

 

35(40.2%) 

Voluntary 

Count (%) 

Adjusted Residual 

 

20 (24.4%) 

-1.8 

 

3(60.0%) 

1.8 

 

23(26.4%) 

Unknown 

Count (%) 

Adjusted Residual 

 

5(6.1%) 

-1.2 

 

1(20.0%) 

1.2 

 

6(6.9%) 

 

Total 

Count (%) 

 

82(100%) 

 

5(100%) 

 

87(100%) 

 

C. Interdependence between Crypto Technology and 

Reasoning for Marketplace closure 

Table 4 below illustrates the interdependence between the 
crypto technology used to finance transactions and the nature in 
which the marketplace closed. It is evident that the percentage 
within Cryptocurrencies for Raid, Hacked, Scam, and Voluntary 
is not statistically differentiable from the total value as the 
adjusted residual values are either below 2 or above -2. 

However, 50% of marketplaces that supported both Bitcoin and 
Litecoin closed for unknown reasons, more than the total amount 
of marketplaces closing for unknown reasons (6.9%). As the 
adjusted value is greater than 2 (3.5), significantly more 
marketplaces support both Bitcoin and Litecoin than expected if 
there was no dependency between variables. 

TABLE IV.  Crypto Technology and Reasoning for Marketplace 
closure 

Reason for 
Marketplace 

Closure 

Cryptocurrencies 

Total 
Bitcoin Litecoin 

 

Bitcoin 
and 

Litecoin 

 

 

Other 

Raid 

Count (%) 

Adjusted 
Residual 

 

8 (10.3%) 

-.1 

 

1(33.3%) 

1.3 

 

0(0.0%) 

-.7 

 

0(0.05%) 

-.5 

 

9(10.3%) 

Hacked 

Count (%) 

Adjusted 
Residual 

 

14(17.9%) 

1.4 

 

0(0.0%) 

-.8 

 

0(0.0%) 

-.9 

 

0(0.0%) 

-.6 

 

14(16.1%) 

Scam 

Count (%) 

Adjusted 
Residual 

 

31(39.7%) 

-.3 

 

1(33.3%) 

-.2 

 

1(25.0%) 

-.6 

 

2(100.0%) 

1.7 

 

35(40.2%) 

Voluntary 

Count (%) 

Adjusted 
Residual 

 

21(29.5%) 

.3 

 

1(33.3%) 

.3 

 

1(25.0%) 

-.1 

 

0(0.0%) 

-.9 

 

23(26.4%) 

Unknown 

Count (%) 

Adjusted 
Residual 

 

4(5.1%) 

-1.9 

 

0(0.0%) 

-.5 

 

2(50.0%) 

3.5 

 

0(0.0%) 

-.4 

 

6(6.9%) 

Total 

Count (%) 

 

78(100%) 

 

3(100%) 
 

4(100%) 

 

2(100%) 

 

87(100%) 

D. Interdependence between Decentralized Technology and 

Reasoning for Marketplace closure 

Table 5 below illustrates the interdependence between 
marketplaces implementing decentralized technologies by 
offering support for multi signatures and the nature in which the 
marketplace closed. 
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TABLE V.  Decentralized Technology and Reasoning for 
Marketplace closure 

Reason for 
Marketplace 

Closure 

 

Decentralized Technologies 

Total Did not 
support 
Multiple 

Signatures 

Support 
Multiple 

Signatures 

Raid 

Count (%) 

Adjusted 
Residual 

 

6(8.6%) 

-1.1 

 

3(17.6%) 

1.1 

 

9(10.3) 

 

Hacked 

Count (%) 

Adjusted 
Residual 

 

12(17.1%) 

.5 

 

2(11.8%) 

-.5 

 

14(16.1%) 

Scam 

Count (%) 

Adjusted 
Residual 

 

28(40.0%) 

-.1 

 

7(41.2%) 

.1 

 

35(40.2%) 

Voluntary 

Count (%) 

Adjusted 
Residual 

 

19(27.1%) 

.3 

 

4(23.5%) 

-.3 

 

23(26.4%) 

Unknown 

Count (%) 

Adjusted 
Residual 

 

5(7.1%) 

.2 

 

1(5.9%) 

-.2 

 

6(6.9%) 

Total 

Count (%) 

Adjusted 
Residual 

70(100%) 17(100%) 
 

87(100%) 

 

E. Regression Analysis 

To perform a regression analysis with categorical input 
variables, each variable will subsequently be transformed into 
dummy variables. This involves coding the data as 1’s and 0s. 
Where 1 refers to a data point that belongs to a category and 0 
for all data points that do not belong. Thus, treating the 
categorical input variables as a continuous variable for analysis 
[61]. Presented in table 6 are the results of the regression analysis 
performed for each independent variable on the dependant 
variable, represented as two values r (coefficient of correlation) 
and r^2 (coefficient of determination). The R-value for each 
variable ranges between 0 and 0.2, indicating a weak but positive 
correlation between the variables and a low likelihood for the 
dependant variable to be influenced by the independent variable. 
With crypto technology having the most significant influence on 
the nature in which a Dark Marketplace closes. The r^2 values 
indicate that 0.7% of the dependant variable is predicted by 
anonymous technology, 2.8% is predicted by crypto technology, 
3.7% is predicted by the codebase in which marketplaces are 
developed, and 1.4% by decentralized technology.  

TABLE VI.  Results of regression analysis 

Independent Variable 
Dependent Variable 

 

 
Nature in which a Dark Marketplace closes 

r r^2 

Anonymous 
Technology 

0.084 0.007 

Crypto Technology 0.166 0.028 

Code Base 0.091 0.037 

Decentralized 
Technology 

0.118 0.014 

 

F. Hypotheses Testing 

A Fischer's Exact Test of Independence was deemed 
appropriate to test the hypotheses (62). A Fischer's Exact Test of 
Independence is also recommended for analysis in situations 
where cross-tabulation tables are of 2x2 matrices, and the sample 
size of the data set is less than 1000, in this case, 87 (63). 

Presented in table 7 are the results of conducting the 
Fischer’s Exact test on each of the hypotheses.  A probability 
value P of less than 0.05 indicates a significant association 
between the independent and dependant variables (46). Based on 
the Fischer's Exact test conducted in SPSS and presented in table 
7, it is evident that none of the four hypotheses established have 
a significant association between the independent and dependant 
variables, indicating that neither of the four hypotheses was 
supported. H1 (P-value= 0.221), H2 (P-value = 0.277), H3 (P-
value = 0.859), and H4 (P-value = 0.828) all have p-values 
greater than 0.05.  

TABLE VII.  Results of Hypotheses Testing 

Hypothese
s 

Independen
t Variable 

Dependent 
Variable 

Fisher-
Freeman-

Halton Exact 
Test 

Supported
? 

   Value 
P-

valu
e 

 

H1 
Anonymous 
Technology 

Nature in 
which 
Dark 

Marketplac
e closes 

4.655 
0.22

1 
No 

H2 
Crypto 

Technology 

Nature in 
which 
Dark 

Marketplac
e closes 

11.94
1 

0.27
7 

No 

H3 
Decentralize

d 
Technology 

Nature in 
which 
Dark 

Marketplac
e closes 

1.595 
0.85

9 
No 
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H4 Code Base 

Nature in 
which 
Dark 

Marketplac
e closes 

11.20
8 

0.82
8 

No 

 

V. DISCUSSION OF FINDINGS  

Anonymizing technologies serve as the foundation to the 
dark web and its marketplaces, with TOR being the most popular 
tool identified within literature [17]. TOR's popularity was 
justified during analysis, with a large majority of the 87 
marketplaces sampled using TOR and only a select few 
marketplaces implementing I2P. This can be attributed to the 
reliable anonymity that TOR provides and its constant 
improvement, with developments made to its ease of use and 
enabling mobile access to the software [26]. Marketplaces 
closing because of scams were most prevalent for TOR, whereas 
marketplaces utilizing I2P were mostly voluntary closures from 
the marketplaces sampled. However, H1 results show that there 
was no significant evidence in determining whether the type of 
anonymizing technology being used within a marketplace will 
influence the way in which that marketplace closes. Thus, as [32] 
and [64] discussed, establishing an overarching regulatory 
framework will be appropriate as this can target the use cases of 
such technologies. Summarily for crypto technology, with 
Bitcoin being the most popular among marketplaces in financing 
anonymous transactions and some marketplaces also 
incorporating Litecoin to mitigate the slow clearance rate of 
transactions. Yet, according to the results of H2, there was no 
significant association between the type of cryptocurrency 
utilized and the nature in which the marketplace closed. Again, 
this illustrates that instead of regulating a specific 
cryptocurrency, policies relating to digital currencies and their 
use cases should be developed [32].  

Dark web marketplaces are vulnerable to closures due to 
their centralized nature, with a central entity managing the 
marketplace [65]. Decentralized applications, on the other hand, 
are more resistant to closures. OpenBazaar, for example, uses 
multi signatures to enable decentralization, but most other 
marketplaces analyzed do not support multi signatures. This is 
because many marketplaces follow a centralized client-server 
model. This was consistent in literature as many applications 
adhere to a centralized client-server model [33]. Hence, there 
was no association between marketplaces supporting 
decentralization and the nature in which the marketplace had 
closed thus supporting the results of H3. 

The software used in the development of marketplace can 
mitigate the risk of closures. Java-based codebases are a good 
solution, as they allow marketplaces to migrate from server to 
server as many marketplaces analyzed adhered to a centralized 
client-server model [66]. However, several marketplaces use 
PHP Frameworks such as Nette and Bitwasp. While Bitwasp 
supports multi signatures and allows marketplaces developed 
with the framework to function independently of central servers, 
H4 results showed that the type of codebase used by 
marketplaces does not necessarily determine their ability to 
resist closures or support decentralization. 

Each technological factor, anonymization, cryptocurrencies, 

decentralization, and codebase had a low likelihood of 

influencing how a marketplace seized its operations, with 

crypto technology having the greatest significance out of the 

four technologies identified. This is not unexpected as 

cryptocurrencies provide both strong anonymity and the ability 

to enable the sale of illegal goods on the dark web.  

VI. CONCLUSION 

The study conducted aimed at understanding how dark web 
marketplaces operate, especially in terms of the various 
technologies and their impacts on marketplace closures. It was 
identified in the literature that anonymization provided with 
software such as TOR and cryptocurrencies like Bitcoin are 
fundamental components in enabling marketplace activity. This 
was echoed in the findings of this study as both TOR and Bitcoin 
were extensively applied throughout marketplaces. The 
codebases and decentralization were then characterized as 
additional techniques to mitigate against shortcomings such as 
the single point of failure with centralized applications. 
However, the findings of the study confirmed that despite 
centralization being such a pitfall for marketplaces, most 
marketplaces still opted not to implement multi signatures or 
develop marketplaces with codebases that supported it. The 
technological factors linked to dark web marketplaces closures 
all had a low probability of determining how a marketplace 
would become out of service.  However, crypto technology was 
found to have the most impact in allowing dark web 
marketplaces to operate, thus, illustrating the importance of 
effective regulation of crypto technology, focusing on its use 
cases to reduce illegal online activity. 

VII. LIMITATIONS AND RECOMMENDATIONS FOR 

FUTURE RESEARCH  

      The secondary data collected to conduct this research study 

was bounded by the period in which the data was initially 

collected. According to the Darknet Market Archives (DNM) 

dataset, its last known update date was June the 9th, 2019. Many 

archival datasets relating to the dark web are not updated 

regularly because of the difficulty and cost of web scraping and 

crawling dark websites. And the potential for newer techniques 

or technologies to be implemented within marketplaces has not 

been accounted for. As technological advancements are rapidly 

increasing, future research should consider the timeframe in 

which data collection took place. If possible, primary data 

should be collected and made available to the public to extend 

the research opportunities to fields that do not possess the 

required technical expertise to collect the data. 
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