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FOREWORD 

 
Welcome to the 22nd International Conference on Distributed Multimedia Systems (DMS 2016) that takes 
place this year in Grand Hotel Salerno, Italy. Researchers from academia and industry from around the 
world meet to discuss issues, ideas, and innovations within the areas of multimedia and sentient systems.  

The conference is organized in sessions which focus on many specialized topics. Exchange of ideas, 
discussions, research results, and experiences in the longstanding history of the conference have had a 
positive influence on the research in the past, and we believe that they will have a positive influence this 
year as well, thanks to the quality of the meeting and the research contributions from researchers from many 
countries. With the high quality of this year’s technical program, the DMS community will continue to be an 
important venue and a source of new ideas and innovations. However the DMS conference is not limited 
simply to research on multimedia sentient systems, and with the support of two additional workshops, one 
on Distance Education Technology (DET 2016) and one on Visual Languages and Computing (VLC 2016), 
the DMS conference continues to provide an international forum for discussion that expands also into the 
areas of education and visual languages.  

We have received 33 submissions and the paper selection was based upon a rigorous review process, with 
an acceptance rate for full papers of 48%. We are expecting authors and guests from 8 countries: Algeria, 
China, France, Germany, Italy, New Zealand, UK, and USA. This year’s conference program contains 
contributions of high quality research papers and short papers to discuss ongoing research activities and 
applications. Two timely keynotes from Gianluigi Riccio and Ferdinando Gorga, both reflecting the views 
from the industry practitioners, are also included in the technical program. 

Starting last year, The DMS proceedings also contain the Journal of Visual Languages and Sentient Systems 
(JVLSS). Volume I of JVLSS was published together with DMS2015 Proceedings, and Volume II of JVLSS 
is published together with DMS2016 Proceedings. In addition to this, up to 9 papers will be invited and 
further reviewed for possible inclusion in the special issues on best papers from DMS2016, to be published 
in December 2016 in Journal of Visual Languages and Computing (JVLC).  Only papers presented at the 
DMS2016 will be considered for this special issue.  Invitation will be made after the DMS2016 conference.  

As Program Co-Chairs, we would like to express all our gratitude and appreciation to the Steering 
Committee Chair Dr. S.K. Chang for his support, dedication to the conference, and his invaluable 
experience.  However the high quality of DMS 2016 technical program would not have been possible 
without the tireless efforts of many individuals. First of all, we would like to thank the entire Steering 
Committee for their continuous support and guidance; the entire Program Committee whose invaluable, 
attentive, and timely work has made possible the creation of a high quality technical program. Then, we 
would like to extend our sincere appreciation to all the authors who have submitted their papers to the 
conference, thus contributing with their work and ideas to the success of this venue. Last but not least, we 
like to acknowledge the important contribution of the KSI Research staff whose assistance and support has 
been truly remarkable throughout the entire organization process. 

This will also be the last year that the conference bears the name “Distributed Multimedia Systems”.  
Starting from next year, the conference will be renamed “Distributed Multimedia Systems, Visual 
Languages and Sentient Systems” (DMSVLSS) to better position the conference.  The two workshops VLC 
and DET will be combined with the main conference.  Finally, the conference will be co-located with the 
International Conference on Software Engineering and Knowledge Engineering (SEKE). 
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On behalf of the Program Committee, we are delighted to extend to you our warm welcome to the 22nd 
International Conference on Distributed Multimedia Systems (DMS 2016). We hope that you will find this 
year’s conference an exciting place for exchanging ideas, for fostering new projects, and a rewarding place 
for your research challenges. We wish you a nice staying in Salerno and we hope that you will find some 
time to enjoy, among other things, the beauty that the city and the country have to offer. 

Giuseppe Polese and Vincenzo Deufemia 
DMS 2016 Program Co-Chairs 
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Keynote 1 
Is Data Preparation the next Big Data disruption? 

 Gianluigi Riccio 
CEO, Datonix Spa, Italy 

E-mail: gianluigi@datonix.it  

 
 

Abstract: Data Preparation is growing essentially because the Data Scientists community is expanding. 
Data Preparation technologies have finally been recognized from the IT industry analyst community. In 
2015, market resulted 500M USD size coming from a list of 20 to 30 vendors. In addition, recently Gartner 
forecasted Dprep Market should reach 1B USD size by 2018. Today, Enterprises need pragmatic 
transformation strategies to advance goals and recognize emerging opportunities. To meet transformation 
opportunities, companies are introducing the data driven culture, modernizing their core infrastructure and 
investing wisely in new capabilities. As a result it seems that every business might be an analytics business 
and every user might have access to analytics to succeed. The presentation will explore following critical 
issues:  

 how companies are using self-service data preparation,  

 how they will implement next generation data discovery techniques on data and multimedia 
information  

 how modern data science is evolving to deliver more agile and high value analytics to all users on 
multimedia information.  

 

 

 

About the Speaker: Gianluigi Riccio is founder and chief technology officer @ datonix.it He is a noted 
speaker and author on Global 5000 enterprise IT issues and has been one of the most quoted industry analyst 
on the topics of data base technology. Prior to founding datonix, he was founder of a quick growing data 
base consulting firm in southern Italy. During the nineteen nineties, he was research director of META 
Group's largest research advisory practice for 8 years. He has also held roles in leading vendor and user 
organizations, including executive and managerial positions at QueryObject Corp., Aeritalia Saipa, Olivetti 
OPE, Gartner Group, and Eureka Consortium. Gianluigi received his electronic engineering degree from 
University of Naples. 
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Keynote 2 
The universities as greatness generators, the companies as technology  

generators - how the technological innovation affects the future of students 
and companies  

 
 

 Ferdinando Gorga  
IBM Bluemix Cloud Architect  

University Ambassador  
IBM Italy, Roma   

ferdinando_gorga@it.ibm.com  

 
 

Abstract: In blocks programming languages (such as Scratch, Blockly, App Inventor, Snap!, Pencil Code, 
Alice/Looking Glass, AgentSheets/AgentCubes), programs are constructed by connecting visual blocks 
shaped like puzzle pieces. Through activities like Code.org’s Hour of Code and both online and traditional 
courses, these languages have become extremely popular ways to introduce programming and 
computational thinking to tens of millions of people of all ages and backgrounds.  By lowering barriers to 
programming in key programming language dimensions (syntax, static semantics, and dynamic semantics), 
blocks languages are helping to democratize programming by putting the power of programming in the 
hands of nonexperts. In my talk, I will focus on blocks language work done in the context of MIT App 
Inventor and the Wellesley College TinkerBlocks research project. Despite recent advances in blocks 
languages, there are still many challenges to address, including enhancing their usability and expressiveness, 
developing paths for transitioning to more traditional programming, and dealing with the perception that 
they are just toy languages for kids.  I encourage members of the DMS community to join me in 
investigating these challenges.  

 

 

 

About the Speaker: Graduated in Computer Science in Salerno University, specialized in Software 
engineering and programming languages, Ferdinando Gorga is an IBM evangelist. His job is to understand 
the needs of companies and to find solutions to improve and protect their business. At present he is a 
"Bluemix Cloud Architect" for the IBM Cloud Business Unit and he is also an University Ambassador for 
the IBM University Academic Initiative. Ferdinando lives from Rome and Cilento, in Italy, His main 
interests are: his work, science, photography, travels, motorbikes, sea.  
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Abstract

In the last decade Recommender Systems have be-
come useful tools helping users to find “what they need”
from considerable amount of data. One of the more
obvious applications of such systems in the Cultural
Heritage domain is to assist users when visiting cul-
tural environments (such as museums, archaeological
sites, old town centers and so on), providing a mul-
timedia guide that is able to dynamically suggest rel-
evant information available in multiple web reposito-
ries (e.g. multimedia sharing systems and on-line so-
cial networks). In this paper, we propose a novel rec-
ommendation approach that combines several aspects
of users - i.e. their preferences (usually in the shape
of items’ metadata) and interactions within a social
community modeled using hypergraphs - together with
items’ multimedia features and context information
within a general framework that can support different
applications (touristic guiding services for museums,
visiting paths recommendation for old town centers and
archeological sites, etc.). Preliminary experiments on
user satisfaction show how our approach provides very
promising and interesting results.

1 Introduction

The development and promotion of worldwide Cul-
tural Heritage using Information and Communication
Technologies (ICT) represent nowadays an important
research issue with a variety of potential applications.

In the last decade, such technologies have radically
changed the purpose of Cultural Heritage exhibitions
that is rapidly moving from an old vision, providing
a tourist with static information consisting of a large
amount of cultural signs, to novel personalized services,
matching the visitors’ personal goals and behaviors by

considering their cultural needs and preferences and
context information.

Indeed, users’ experience could be surely enhanced
if, instead of using classic “tourist” devices, they could
be embedded in a cultural environment with a number
of functionalities for representing the relevant informa-
tion derived from the available digital sources, such as
text descriptions, pictures, and videos. In this way,
tourists would be given the opportunity of enjoying
multimedia stories in real time, thus enriching their
cultural knowledge.

From the other hand, we are assisting to an explo-
sive and amazing increase of digital information, and
as a consequence, more and more huge data collections
of different nature are widely available and have con-
strained users necessarily to deal with this ocean of
information to find “what they need”. In particular,
on-line social networks (e.g. Facebook) and multimedia
sharing systems (e.g. YouTube, Flickr, Panoramio, In-
stagram, etc.), together with open digital libraries and
archives (e.g. DBpedia), constitute the main multime-
dia information sources that can be considered “useful”
for tourists when they visiting cultural environments
such as museums, archaeological sites, old town cen-
ters and so on.

As well known, Recommender Systems have been
introduced to facilitate the browsing of such collections,
thus realizing the transition in the Web from the search
to the discovery paradigm.

Generally, recommender systems help people in re-
trieving information that match their preferences by
recommending products or services from a large num-
ber of candidates, and support people in making de-
cisions in various contexts: what items to buy, which
movie to watch, which music to listen, what travels to
do, or even who they can invite to their social network,
just to make some examples [24, 25].

One of the more obvious applications of such sys-
tems in the Cultural Heritage domain is to assist users
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when visiting cultural environments, providing a mul-
timedia guide that is able to dynamically suggest rele-
vant information available in multiple web repositories.

Formally, a recommender system deals with a set
of users U = {u1 . . . , um} and a set of items O =
{o1, . . . , on}. For each pair (ui, oj), a recommender can
compute a score (or a rank) ri,j that measures the ex-
pected interest of user ui in item oj (or the expected
utility of item oj for user ui), using a knowledge base
and a ranking algorithm that generally could consider
different combinations of the following characteristics:
(i) user preferences and past behavior, (i) preferences
and behavior of the user community, (iii) items’ fea-
tures and how they can match user preferences, (iv)
user feedbacks, (v) context information (i.e. user loca-
tion, observed items, weather and environmental con-
ditions, etc.) and how recommendations can change
together with the context.

In the literature, surveys on recommender systems
usually classify the different kinds of approaches in four
main categories: content-based [22, 29, 30] (with their
extensions to deal multimedia data and their features
[19, 13, 20]) , collaborative filtering [2, 29, 23, 17] (with
their customizations to take into account social ele-
ments as user reviews and opinions [32, 28, 18, 27, 11,
21, 9]), hybrid [26] and context aware [10, 15, 16] tech-
niques. Finally, a recent category of recommenders,
named Large Scale Recommender Systems (LSRS) [31],
calls for new capabilities of such applications to deal
with very large amount of data with respect to scala-
bility and efficiency issues.

In our opinion, modern recommending applications
have to take into account in some way all the above
characteristics to provide useful and reliable recom-
mendations both for virtual and physical environments.
To this goal, the last generation of recommender sys-
tems is usually composed by one or more of the follow-
ing components [25].

A pre-filtering module that selects for each user ui

a subset Oc
i ⊂ O containing items that are good can-

didates to be recommended; such items usually match
user preferences and needs.

A ranking module that assigns w.r.t. user ui a rank
ri,j to each candidate item oj in Oc

i using the well-
known recommendation techniques (i.e., content-based,
collaborative filtering and hybrid approaches) that can
exploit in several ways items’ features and users’ pref-
erences, feedbacks (in the majority of cases in terms of
ratings) and behavior.

A post-filtering module that dynamically excluds,
for each user ui, some items from the recommendations’
list; in this way, a new set Of

i ⊆ Oc
i is obtained on the

base of user feedbacks, other contextual information

(such as data coming from the interactions between
the user and the application) and possible additional
constraints.

In this paper, we propose a novel recommendation
approach that combines several aspects of users - i.e.
their preferences (in the shape of items’ metadata) and
interactions (user to user and user to content) within
a social community modeled using hypergraphs - to-
gether with items’ multimedia features and context in-
formation within a general framework that can sup-
port different applications (touristic guiding services
for museums, visiting paths recommendation for old
town centers and archeological sites, etc.).

In other words, it is the user with his/her preferences
(in the pre-filtering stage) and actions (in the post-
filtering stage) to drive the recommendation process
towards the real useful items among those that a social
community considers the “best ones” (computed in the
ranking stage), as in a collaborative filtering approach,
where a user “learns by the others” the item utility, on
the base of an influence measure.

The paper is organized as follows. Section 2 provides
a functional overview of our system and describes the
proposed strategy for recommendation. Section 3 illus-
trates a system customization for a tourist multimedia
guide, reporting some implementation details. Section
4 reports preliminary experimental results, and pro-
vides a comparison with other recommendation tech-
niques. Finally, Section 5 gives some concluding re-
marks and discusses future work.

2 The framework

2.1 System Overview

Figure 1 describes at a glance an overview of the
proposed system.

Multimedia data to be recommended are retrieved
by a Wrapper component that is composed by
several modules. The Crawler is responsible of:
(i) periodically accessing to the items’ repositories
(e.g., Instagram, Flickr, Panoramio, Google Images,
YouTube,Facebook, DBpedia etc.), (ii) extracting for
each item all the features (e.g., metadata, multimedia
descriptions, etc.) and other information (e.g. user
preferences, comments, time-stamped items’ observa-
tions and all the different interactions between users
and objects). A part of such information will be then
exploited by the Hypergraph Learning module to build
the hypergraph modeling the entire Multimedia Social
Network (MSN)[6]. After the wrapping phase, all the
information are stored in the Knowledge Base of the
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system. In particular, it is composed by: (i) the Mul-
timedia Social Network Hypergraph, (ii) the Items DB
containing items with all the related features, (iii) User
Profiles containing user preferences, (iv) Contextual
Data containing some additional context information
(e.g. user location, weather conditions, etc.).

Multimedia items are then grouped by the related
cultural Points Of Interest (POIs): e.g. paintings of
museum rooms, buildings in ancient ruins or in an old
town center, etc.

The Recommender Engine provides a set of recom-
mendation facilities for multi-dimensional and interac-
tive browsing of items. Exploiting user preferences,
the Prefiltering module selects a set of candidate items
for recommendation; successively, the Objects Rank-
ing module assigns a ranking of such candidates ex-
ploiting some ranking functions defined on the MSN.
Finally, the Postfiltering module dynamically selects
on the base of some constraints (e.g. the item that a
user is currently watching and context information) a
subset of candidates.

Crawler

Hypergraph
Learning

Multimedia Social
Network Hypergraph

User Profiles

Items DB Contextual 
Data

WRAPPING
MODULES

DATA
SOURCES

KNOWLEDGE BASE

RECOMMENDER ENGINE

Prefiltering Object Ranking Postfiltering

Figure 1. System Overview.

2.2 Recommendation Process

2.2.1 Pre-filtering Stage using user prefer-
ences

In the pre-filtering stage, our aim is to select for a
given user uh a subset Oc

h ⊂ O containing items that
are good “candidates” to be recommended.

Each item subjected to recommendation may be rep-
resented in different and heterogeneous feature spaces.
For instance, a picture may be described by a set of

metadata as title, description, tags, by the position in
which was token and so on. Each of these sets of fea-
tures contributes to the characterization of the items
to different extents.

The first step consists in clustering together “sim-
ilar” items, where the similarity should consider all
(or subsets of) the different spaces of features. To
this purpose, we employ high-order star-structured co-
clustering techniques - that some of the authors have
adopted in previous work [14, 7, 8] - to address the
problem of heterogeneous data pre-filtering.

Let O = {o1, . . . , on} be the set of items and F =
{F 1, . . . , F l} a set of l feature spaces. In our recom-
mendation problem, a user uh is represented as a set
of vectors in the same l feature spaces describing the
items. To provide a first candidate list of items to be
recommended, we measure the cosine distance of the
user vectors associated to the k-th space, with the cen-
troids of each item clusters in the k-th space. For each
space, the most similar item cluster is chosen leading
to l clusters {Xc

1 , . . . , X
c
l } of candidate items.

Then, two different strategies can be adopted to pro-
vide the pre-filtered list of candidate items Oc

h: (i) set-
union strategy - the items belonging to the union of all
clusters are retained, i.e., Oc

h =
⋃

k X
c
k; (ii) threshold

strategy - the items that appears in at least ths clusters
(ths ∈ {1 . . . l}) are retained.

2.2.2 Ranking Stage via hypergraph modeling

The main goal of this stage is to automatically rank
the set of items O embedding in a collaborative learning
context: the MSN deriving by the integration of the
different multimedia data sources. In particular, we
use a novel technique that the authors have proposed
in a previous work [6]. In our vision, a MSN is basically
composed by three different kinds of entities (nodes):

• Users - the set of persons and organizations consti-
tuting the particular social community: several in-
formation concerning their profile, interests, pref-
erences, etc. can eventually be considered and ex-
ploited by our model;

• Multimedia Objects - the set of multimedia re-
sources (i.e. images, video, audio, posts, docu-
ments, etc.) that can be shared within a MSN
community: high level (metadata) and low level
information (features) can be properly used in our
model;

• Annotation Assets - each set of symbols (e.g., key-
word, tag, label, etc.) exploited by users to anno-
tate multimedia resources within a MSN; we ex-
plicitly note that it is possible to relate a given as-

3

3

KSI
Typewritten Text



set with a specific concept (as an example a topic,
a named entity, etc. which definition can be found
into dictionaries, ontologies and so on), thus for-
mally providing the related semantics.

Several types of relationships can be established
among the described entities: a user can annotate an
object with a particular tag, two friends can comment
the same object, a user can tag another user in a photo,
a user can share an object within a group, etc. In
particular, we distinguish between user to user rela-
tionships, describing user actions towards other users,
and user to multimedia relationships, describing user
actions on objects, eventually involving some annota-
tion assets. In addition, similarity relationships can be
added between two objects (using multimedia features)
or between two assets (by taxonomic distances).

Due to the variety and complexity of these relation-
ships, we leverage the hypergraph formalism to model
a MSN (all the details are provided in [6]). Then,
we introduce some functions can be profitably used to
“rank” users or multimedia objects in a MSN.

In our model the concept of rank of a given node is
related to the concept of influence, and in our vision
it can be measured by the number of user nodes that
are “reachable” within a certain number of steps using
any hyperpath, with respect to a social community of
users, and eventually to a given topic of interest.

The final goal is to compute the ranking of the mul-
timedia items in Oc

h, using as measure the social influ-
ence of each object withih the users’ community.

2.2.3 Post-Filtering Stage by context informa-
tion

In this stage, we have introduced a post-filtering
method for generating the final set of “real” candidates
for recommendation using context information.

The context is represented by means of the well-
known key-value model [1] using as dimensions some
of the different feature spaces related to items. In our
system, context features can be expressed either di-
rectly using some target items (e.g. objects that have
positively captured user attention) or specifying the
related values in the shape of constraints that recom-
mended items have to satisfy.

Assume that a user uh is currently interested in a
target item oj . We can define the set of candidate
recommendations as follows:

Of
h,j =

M⋃
k=1

{oi ∈ Oc
h | akij > 0} ∪ {oi ∈ NNQ(oj , O

c
h)}

(1)

The set of candidates includes the items that have
been accessed by at least one user within k steps from
oj , with k between 1 and M , and the items that are
most similar to oj according to the results of a Nearest
Neighbor Query (NNQ(oj , O

c
h)) functionality. Note

that a positive element akij of Ak indicates that oi was
accessed exactly k steps after oj at least once. The
ranked list of recommendations is then generated by
ranking the items in Of

h,j , for each item oj selected
as interesting by user uh, using the ranking vector Rh

thus obtaining the final set Of
h.

Finally, for each user all the items that do not re-
spect possible context connstraints are removed from
the final list.

3 A Case Study

We have opportunely customized our system in or-
der to provide touristic multimedia guiding services for
users that are interested in visiting the old town center
of Naples, Italy. On the base of user preferences and
actual position, a set of POIs are shown on a proper
map to tourists correlated with a multimedia descrip-
tion.

For instance, when a user is approaching a partic-
ular cultural POI (e.g. Piazza del Gesu’ Nuovo), the
related multimedia description and the set of candidate
objects (i.e. images and texts related to the near POIs)
are delivered on the user’s mobile device (pre-filtering
stage).

The list of proposed objects depends on the user’s
preferences (e.g. the majority of items will be images if
a user prefers to see such kinds of data and will reveal
effective user needs), is initially ordered according to
effective user location (i.e. the closest items will appear
at the top of list) and contains data grouped by the
related cultural POI. Successively, after the user has
selected one or more objects (for example the item he is
currently watching), the recommendation services first
perform a ranking (ranking stage) of all the candidate
objects according to their recommendation grades and
then filters the recommendation list considering only
the most similar items to target objects (post-filtering
stage).

When a user is near to a different POI, he/she can
decide to modify the list of target objects (e.g. remov-
ing those related to the previous visited POI or adding
new objects) and consequently recommendations will
be automatically updated, thus including new items.

The design choices are briefly reported in the follow-
ing.

• We consider as data source Flickr, Instagram,
Panoramio, DBPedia and other domain digital
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libraries, collecting about 500,000 items (images
and texts related to historical buildings, churches,
famous square and other attractions) and about
5,000 user profiles.

• As items’ metadata, we consider for each multime-
dia item information related to title, description,
type, kind, language, tags, keyword, comments, rat-
ings (and for pictures the geographic position in
which were taken). In addition, images are also de-
scribed by a set of low-level features (i.e. SURF).

• For each item, available users’ preferences, com-
ments, feedbacks and other actions have been cap-
tured, also exploiting correlated public informa-
tion from Social Networks (i.e. Facebook).

For what implementation details concern, the Wrap-
ping modules leverage proper API and JAVA libraries
to collect the different information of interest.

The Knowledge Base, realized using different tech-
nologies, allows to manage all the different kind of in-
formation: Contextual Data instances (messages con-
taining information about users’ position) are man-
aged by the Cassandra DBMS, Items’ descriptions are
stored in the Turtle format and managed by the Alle-
groGraph repository (semantics of data can be specified
by linking values of some attributes to some available
ontological schema), User Profiles and the MSN hy-
pergraph are respectively managed by MongoDB and
Neo4j DBMSs.

On the other hand, the Recommender Engine ex-
ploits proper JAVA libraries (some developed for
the system presented in [5] and integrated with co-
clustering libraries [7] and the rank refining proce-
dure1) to accomplish its tasks.

Finally, a user can interact with our system using
at the moment an Android Multimedia Guide App ex-
ploiting Google Map API.

4 Experimental Results

Recommender Systems are very complex applica-
tions that are based on a combination of several mod-
els, algorithms and heuristics. This complexity makes
evaluation efforts very difficult and thus results are
hardly generalizable, as reported in the literature [3].
Moreover, characterizing and evaluating the quality of
a user’s experience and subjective attitude toward the
acceptance of recommender technology is an important
issue which we will consider in the following.

1we use LIRE for the content-based image retrieval

The majority of research efforts on recommender
system evaluation have mainly focused on prediction
accuracy and stability (e.g., [3]).

More recently, researchers began examining issues
related to users subjective opinions and developing ad-
ditional criteria to evaluate recommender systems. In
particular, they suggest that user satisfaction does not
always (or, at least, not only) correlate with the overall
recommenders accuracy.

Starting from these considerations and based on cur-
rent trends in the literature, we decided to perform a
user-centric evaluation based on user satisfaction with
respect to assigned activities, evaluating how our rec-
ommendations can effectively support browsing tasks
of different complexity when the complexity of desired
itesm increases.

As in our previous work [4, 5, 7, 8], we evaluate the
impact of the proposed system on users engaged in sev-
eral search tasks of multimedia items and compared its
performances with the well-known Panoramio system2

that, in turn, provides basic search mechanisms.

In particular, our goal was to establish how helpful
our system is in assisting the search of specific multi-
media objects (images) and guiding the users towards
information which satisfy their interests. The dataset
used in these experiments is a subset of about 10,000
items related to specific POIs.

In order to evaluate the impact of the system on the
users, we have conducted the following experiments.
The system was make available to a set of 50 users.
These users were all interested in the cultural heritage
domain, they already had experience in the use of PCs
and electronic devices, even if they were not experts in
ICT. We asked these users to browse the collection of
items and complete several search tasks (20 tasks per
user) of different complexity (five tasks for each com-
plexity level), using Panoramio facilities. After this
test, we asked them to browse the same collection with
the assistance of our recommender system and com-
plete other 20 tasks of similar complexity. We have
subdivided browsing tasks in the following four broad
categories:

1. Low Complexity search tasks (T1): e.g. find at
least 30 images related to 3 different POIs depict-
ing ancient churches;

2. Medium Complexity search tasks (T2): e.g.
find at least 50 images related to 5 different POIs
depicting ancient churches, historical building and
famous squares (10 objects for each subject);

2http://www.panoramio.com/
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Table 1. Comparison between our system and
Panoramio in terms of ta and nc average val-
ues

Task Class System ta(sec) nc

Low Complexity Recommender 155 38
Low Complexity Panoramio 164 42
Medium Compl. Recommender 335 84
Medium Compl. Panoramio 402 104
High Complexity Recommender 1156 298
High Complexity Panoramio 1302 334
Very High Compl. Recommender 1645 351
Very High Compl. Panoramio 1832 410

3. High Complexity search tasks (T2): e.g. find
at least 100 images related to 10 different POIs
(near to the actual user position) depicting ancient
churches, historical building and famous squares
(10 objects for each subject);

4. Very High Complexity search tasks (T2): e.g.
find at least 150 images objects related to 10 dif-
ferent POIs (near to the actual user position) de-
picting ancient churches, historical building and
famous squares (15 objects for each subject).

Note that the complexity of a task depends on sev-
eral factors: the number of items to explore, the type
of desired features and the number of additional con-
straints. Two strategies were used to evaluate the re-
sults of this experiment: (i) empirical measurements of
access complexity in terms of mouse clicks and time;
(ii) TLX (NASA Task Load Index factor).

With respect to the first strategy, we measured the
following parameters: (i) access time (ta) – the average
time spent by the users to request and access all the
images for a given class of tasks; (ii) number of clicks
(nc) – the average number of clicks necessary to collect
all the requested images for a given class of tasks.

Table 1 reports the average values of ta and nc for
both Panoramio and our system (Recommender), for
each of the four task complexity levels defined. Es-
pecially for the most complex tasks, our system shows
better performances than Panormaio, especially for the
more complex tasks.

We then asked the same group of users to express
their opinion about the capability of Panoramio and
our system respectively to provide an effective user ex-
perience in completing the assigned search tasks, based
on the TLX evaluation protocol [12].

Specifically, TLX is a multi-dimensional rating pro-
cedure that provides an overall workload score based on

Table 2. Comparison between our system and
Panoramio in terms of TLX factors for each
category of users
TLX factor Recommender Panoramio

Mental demand 39 41
Physical demand 36.3 48
Temporal demand 39 50

Effort 35 50.5
Perfomances 69.7 79.8
Frustation 33.2 44.1

a weighted average of ratings on six sub-scales: men-
tal demand, physical demand, temporal demand, own
performance, effort and frustration. Lower TLX scores
are better and the average scores are then reported in
Table 2.

Our system outperforms in a significative way
Panormaio in every sub-scale except for mental demand
and performance: this happens because sometimes an
expert user considers the automatic suggestions not
useful, just because they know what they are looking
for.

In summary, our system provides a better (less frus-
trating) user experience during the search tasks. In
addition, the fact that search tasks can be completed
faster using our system is an indication that recom-
mendations are effective, as they allow a user to ex-
plore interesting and related items one after another,
without the interference of undesired items that would
otherwise slow down the process.

5 Conclusions and Future Work

In this paper a novel multimedia and scoial rec-
ommendation approach for Cultural Heritage appli-
cations. It combines several aspects of users - i.e.
their preferences (usually in the shape of items’ meta-
data) and interactions within a social community mod-
eled using hypergraphs - together with items’ multi-
media features and context information within a gen-
eral framework that can support different applications
(touristic guiding services for museums, visiting paths
recommendation for old town centers and archeological
sites, etc.).

Preliminary experiments on user satisfaction
demonstrated how our approach achieve very promis-
ing and interesting results. Future works will be
devoted to extend the experimental evaluation to
a larger multimedia data set, also considering the
performance, evaluated in terms of accuracy, precision
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and recall, of the performed recommendations. More-
over, we plan to apply our approach to other kinds
of data gathered from heterogeneous collections and
compare our approach with other ones proposed in the
literature.
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Abstract—Graphs long have been valued as a pictorial way of 

representing relationships between entities. Contemporary 

applications use graphs to model social networks, protein 

interactions, chemical structures, and a variety of other systems. 

In many cases, it is useful to detect patterns within graphs. For 

example, one could be interested in identifying frequently 

occurring subgraphs, which is known as the frequent subgraph 

mining problem. A complete solution to this problem can result in 

numerous subgraphs and can be time-consuming to compute. An 

approximate solution is faster, but is subject to static heuristics 

that are beyond the control of the user. Herein we present 

VisCFSM, a visual, constraint-based, frequent subgraph mining 

system which allows the user to dynamically specify a variety of 

constraints on the subgraphs to be found while the mining 

algorithm is running. The constraint specification interactions are 

performed through a visual user interface, thereby facilitating a 

form of visual algorithm steering. This approach can be integrated 

with any frequent subgraph mining algorithm. Most importantly, 

this approach has the potential for the user to better, and more 

quickly, find the information that is of most interest to him/her in 

a graph.  

Keywords-graph; data mining; visual algorithm steering 

I.  INTRODUCTION 

Graphs long have been valued as a pictorial way of 
representing complex relationships between entities. 
Commercial, research, and government organizations use graphs 
to model social networks, protein interactions, chemical 
structures, and a variety of other systems. A common application 
of graph data mining is to identify the most recurrent 
relationships or patterns amongst the data in a graph, which 
typically requires finding frequently occurring subgraphs.  

For some applications, the input will be a collection of 
relatively small graphs, and the search for frequent subgraphs is 
performed over each individual graph in the collection before 
those results are combined. This is known as a graph-
transaction setting. In contrast, the input may be a single graph; 
this is referred to as a single graph setting. Our work refers to 
the latter environment. We also restrict our work to static 
graphs, and do not address dynamic graphs or streaming graphs, 
which are discussed in [1]. 

Formally, we define the Frequent Subgraph Mining (FSM) 
problem as in the paper by Abedijaberi [2] using Definitions 1-
4 given below. 

Definition 1. A labelled graph G = (V, E, LV, LE) consists of 
a set of vertices V, a set of undirected or directed edges E, and 
two labeling functions LV and LE that association labels with 
vertices and edges, respectively. 

It should be noted that the labels of any two vertices (or any two 
edges) may not be unique. However, each vertex (and each edge) 
will have a unique id. 

Definition 2. A graph S = (VS, ES, LVS, LES) is a subgraph of 

G = (V, E, LV, LE) iff VS V, ES E, LVS(v) = LV(v) and LES(e) 
= LE(e) for all v ϵ VS and e ϵ ES. 

Definition 3. A subgraph isomorphism of S to G is a one-to-
one function f: VS → V where LVS(v) = LV(f(v)) for all vertices in 
v ϵ VS, and for all edges (u,v) ϵ ES, ((f(u),f(v)) ϵ E and LES(u,v) = 
LE((f(u), f(v)). 

Definition 4.  Let IS be the set of isomorphisms of a subgraph 
S in graph G. Given a minimum support threshold τ, the frequent 
subgraph mining problem (FSM) is to find all subgraphs S in G 
such that |IS| ≥ τ.  

The advantage of limiting frequent subgraphs to only those with 
disjoint edges is computational tractability [3]. But this comes at 
the expense of disregarding potentially useful information. 
Hence, in our work we allow isomorphic subgraphs to share 
edges. 

FSM algorithms that find complete solutions may, 
depending upon the specified threshold value and the size of the 
graph, result in numerous subgraphs and take a considerable 
amount of time to compute. Algorithms that find approximate 
solutions are faster, but apply static heuristics that are beyond 
the control of the user (unless s/he modifies the software).  

Herein we present VisCFSM, a visual, constraint-based, 
frequent subgraph mining system which allows the user to 
dynamically specify a variety of constraints on the subgraph 
mining algorithm while it is running. The constraint 
specification interactions are performed through a visual user 
interface, thereby facilitating a form of visual algorithm steering. 
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The prototype implementation uses the FSG [4] frequent 
subgraph algorithm; however, the approach we employ can be 
integrated with any FSM algorithm. Most importantly, this 
approach has the potential for the user to better, and more 
quickly, find the information that is of most interest to him/her 
in a graph. 

The organization of this paper is as follows. Section II 
provides a brief overview of related work in graph data mining. 
Motivation for the need for dynamic, visual steering of FSM 
using constraints is presented in Section III. In Section IV, we 
discuss the VisCFSM infrastructure in terms of the FSM, the 
constraint satisfaction system, and the graphical user interface. 
An example of running VisCFSM is presented in Section V. 
Finally, we discuss our plans for future work in Section VI and 
conclusions in Section VII. 

II. RELATED WORK 

A. Graph Data Mining Algorithms 

Graph Data Mining (GDM) algorithms are divided into three 
main categories: Graph Theory Based, Inductive Logic 
Programming, and Greedy Search [5]. Our work focuses on the 
Graph Theory Based category, which consists of two main 
groups: Apriori-based and pattern growth-based approaches. 
Algorithms in the first group generate candidate subgraphs by 
joining two frequent subgraphs of the same size to generate 
larger subgraphs. Pattern growth algorithms generate candidates 
by adding a new edge to each smaller frequent subgraph.  

FSM algorithms typically face two computational 
challenges: (i) candidate subgraph generation, and (ii) 
identification of candidate subgraphs that meet the minimum 
support threshold. In the worst case, all subgraphs in the graph 
must be examined, which is exponential in complexity, and 
subgraph isomorphisms must be computed, which is an NP-
complete problem. FSM algorithms may attempt to improve 
runtime performance by reducing the size of the search space, 
avoiding duplicate comparisons, and/or minimizing the amount 
of memory required for compiling intermediate results. Another 
solution to reduce the runtime is to provide an approximate, 
rather than a complete, solution to the FSM problem. 

B. Heuristics for Approximate Solutions 

Heuristic FSM algorithms such as SUBDUE [6], GREW [7] 
and GRAMI [8] discover only a subset of all frequent subgraphs 
of a graph. These algorithms do not return any infrequent 
patterns (i.e., the results do not have false positives), but may 
miss some frequent ones (i.e., the results effectively may have 
false negatives). The type of heuristics that are employed are 
quite diverse, and also vary considerably in their degree of 
complexity. Some examples are listed below: 

 SUBDUE [6] starts with frequent subgraphs consisting 
of a single vertex, and then expands those in a breadth-
first manner by adding a new edge. The order of 
processing is known as a “beam search”, and only a 
predetermined number of paths (i.e., the beam width) 
are kept as candidates at each iteration. Hence some 
valid frequent subgraphs will be missed. 

 Like SUBDUE, GREW [7] employs a beam search to 
prune large portions of the search space. It also 
iteratively joins frequently occurring pairs of nodes into 
a single supernode, and determines disjoint embeddings 
of connected subgraphs using a maximal independent 
set algorithm. GREW employs an additional heuristic 
that deliberately underestimates the frequency of each 
discovered subgraph in an attempt to reduce the search 
space. While experiments showed that GREW 
significantly outperformed SUBDUE with respect to 
runtime, those experiments showed that this came at the 
expense of finding fewer frequent subgraphs. 

 Pattern growth algorithms generate candidate subgraphs 
by adding a new edge to smaller frequent subgraphs. 
GRAMI [8] only adds frequently occurring edges to 
smaller frequent subgraphs when generating candidate 
subgraphs. This will miss finding some valid frequent 
subgraphs, but reduces the total number of iterations 
over edges that must be considered. 

 AGRAMI [8] is an extension of GRAMI that employs 
additional heuristics in an effort to scale to larger graphs. 
For example, it enforces a timeout when testing whether 
a subgraph occurs at least as many times as the 
minimum support threshold; if the solution cannot be 
computed within a particular amount of time, that 
subgraph is assumed to be infrequent. 

In the same paper that presents GRAMI and AGRAMI [8], 
the authors briefly discuss CGRAMI, a version of GRAMI that 
seeks to find more general patterns in graphs than just frequent 
subgraphs. This work is noteworthy to mention herein because 
it claims to support the following user-defined constraints: 

 Number of vertices (or edges) in a pattern cannot exceed 
a specified value 

 Vertex degree in a pattern cannot exceed a certain value 

 A pattern must include/exclude only vertices with 
certain labels 

 A pattern must include only certain edges 

 A pattern cannot include certain edges 

 A pattern cannot include a specified subgraph 

 A specified vertex label cannot appear more than N 
times in a pattern 

To specify desired constraints in CGRAMI, the user must 
comment out certain lines of code (and uncomment other lines) 
for the constraints, set the values for parameters, and then 
recompile the program. The program has a command-line 
interface; there is no graphical user interface.   

As stated previously, what all heuristic FSM (and constraint-
based GDM) algorithms have in common is the inability for the 
user to dynamically customize the heuristics, or any form of 
constraints, while the algorithm is running. This is the novel 
contribution of the work presented herein. 
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III. MOTIVATION 

In part, motivation for this work came from a graduate course 
on Advanced Data Mining taught by author Leopold in 2015 at 
Missouri University of Science and Technology. That year the 
focus of the course was graph data mining. Students read several 
research papers on GDM algorithms and applications. Some of 
the students in the class implemented a few of the algorithms in 
Python, but were frustrated that they had to wait a considerable 
amount of time for the computation on some relatively small 
graphs (e.g., a graph of 50 vertices with average vertex degree 
3.5 took over 8 hours to compute all frequent subgraphs of 
minimum support 2).  When they had their programs output 
intermediate results as the subgraphs were being found, 
sometimes the students would terminate the program, and restart 
it with a different threshold value to further discriminate the 
result set and make the program finish more quickly. 

At the end of the course, the students were asked what kinds 
of constraints they would have found useful to “steer” a FSM 
algorithm dynamically, even if it meant that the resulting set of 
subgraphs would not be complete. Here we use the term steering 
as discussed in [9]: the ability to have a continuous visualization 
of the (output) data as a program executes, coupled with the 
ability for the programmer to interactively modify any aspect of 
the program and see the effects without restarting the 
computation. 

With a social network (specifically, a terrorist network) as an 
application domain, the students identified the constraints and 
use case examples listed below. In this social network, it is 
assumed that a vertex in the graph is labelled with a person’s 
name, which are not necessarily unique. Additional information 
about a person and his/her relationship to other people may be 
represented in the graph as vertex or edge data. 

 Include/exclude subgraphs containing a certain set 
of vertices. Ex.: Suppose that we’re using a social media 
network to identify terrorist threats. The number of 
frequent subgraph results may be quite high at first due 
to very small terrorist groups. So we then want to narrow 
our search, and only continue to look for subgraphs that 
include a specific group of people that we know conduct 
terrorist activities. 

 Include/exclude only frequent subgraphs that 
appear more/less than subgraph (or vertex) X does. 
Ex.: We see a specific name in the preliminary results of 
our search that we already know is a leader and a threat. 
But his name isn’t the only one we see, and we want to 
know who in the group is more important, of high rank, 
or higher rank than this person. So we then narrow our 
search to find subgraphs that appear more often than 
those containing this person. Or maybe we are looking 
for someone we can capture and get information from, 
in which case we look for someone important who 
appears less often. 

 Include/exclude only frequent subgraphs that are 
disconnected/connected to subgraph (or vertex) X. 
Ex.: We begin a search on terrorist cells. However, 
based on seeing a particular group appearing frequently 
in the results, we want to narrow our search to those 

connected to that group. Similarly, if we are trying to 
identify new terrorist cells or rival cells, we may want to 
look only at those groups that are disconnected from a 
certain group. 

 Include/exclude only frequent subgraphs where the 
average vertex degree is greater than some number. 
Ex.: We’re looking for potential terrorist cells, and not 
interested in groups with only a couple of connections; 
such groups are unlikely to be funded or be a real threat. 
We may not see this until after we have seen the initial 
(small-sized) frequent subgraphs. 

 Include/exclude subgraphs containing a certain 
number of edges. We may not be interested in seeing 
small terrorist groups, but rather want to see a certain 
amount of interconnectivity; these might prove to be the 
more dangerous terrorist groups. 

 Change minimum support. Ex.: We may start our 
search very wide open, but, after seeing some 
preliminary results that are too numerous and/or contain 
trivial information (e.g., everyone is a potential 
terrorist), decide that we want to raise the threshold. 

It should be noted that these constraints are not intended to be 
mutually exclusive, but rather conjunctive; we should be able to 
specify any combination of constraints. 

In the next section, we discuss the VisCFSM infrastructure 
in terms of the FSM, the constraint satisfaction system, and the 
graphical user interface. The system was designed to address 
many of the above listed constraints. 

IV. VISCFSM 

The infrastructure of VisCFSM consists of a front end and a 
back end. The front end is comprised of the graphical user 
interface which displays the frequent subgraphs as they are 
computed, and allows the user to visually steer the FSM by 
specifying constraints on frequent subgraph selection as the 
algorithm is progressing. The back end consists of the FSM and 
the constraint satisfaction system. In this section we briefly 
discuss each part of the infrastructure. 

A. The FSM 

As mentioned in Section II, we have chosen to focus on the 
Graph Theory Based category of graph data mining algorithms, 
which consists of Apriori-based and pattern growth-based 
approaches. For the prototype implementation of VisCFSM we 
chose a pattern growth algorithm, FSG [4]. The algorithm starts 
by finding all frequent subgraphs consisting of one edge. It then 
makes repeated iterations, generating candidates by adding a 
new edge to each of the largest frequent subgraphs found so far. 
This particular algorithm was selected primarily for its 
simplicity; it is certainly not one of the most efficient FSM 
algorithms that exists, but we believed that the logic upon which 
it is based could easily be understood by most users. The choice 
of FSM algorithms to be used in VisCFSM is not important; the 
constraint satisfaction system and visualization control system 
that we employ actually can be integrated with any FSM 
algorithm. 
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B. The Constraint Satisfaction System 

Inspired by the use cases presented in Section III, several 
structural and semantic constraints have been implemented for 
VisCFSM. These are listed below: 

 Include/exclude frequent subgraphs that contain certain 
vertices or edges 

 Include/exclude frequent subgraphs that include a 
particular subgraph 

 Include subgraphs that are connected/disconnected to a 
particular vertex or edge 

 Include only frequent subgraphs that have at least one 
vertex that has degree greater than a specified number 

 Include only frequent subgraphs where the average 
vertex degree greater than  a specified number 

 Include/exclude frequent subgraphs containing a certain 
number of edges 

 Exclude frequent subgraphs where a certain vertex label 
appears greater than a specified number of times 

 Change minimum support 

The user interface allows the user to specify the constraints 
that should be applied to the set of frequent subgraphs found so 
far, and whether to continue applying these constraints in the 
next iteration of the algorithm in an effort to find new frequent 
subgraphs (e.g., in the case of the FSG algorithm, the next 
iteration adds an edge to each of the largest-sized frequent 
subgraphs found so far in order to form new candidate frequent 
subgraphs). 

C. The Graphical User Interface 

The VisCFSM FSM and constraint satisfaction system were 
implemented in SWI-Prolog. The choice of a logic 
programming language seemed most suitable for modeling a 
constraint satisfaction problem. However, SWI-Prolog has no 
graphical capabilities. Hence, the VisCFSM graphic user 
interface was developed in Python. 

The graphic user interface (GUI) consists of the following 
controls: (i) a file chooser to allow the user to select a Prolog 
file that contains the specification of a graph, (ii) a text input 
field to specify the name of the graph (i.e., a Prolog file may 
contain multiple graph specifications, each defined as a 
relation), (iii) a text input field to specify the minimum support 
threshold for considering a subgraph to be frequent, (iv) a 
constraint editor, (v) a control button to start the FSG by finding 
the smallest-sized FSGs, and (vi) a control button to add an edge 
to each of the largest FSGs found thus far. A graph specification 
consists of a Prolog list containing the list of vertices (in the 
format [ID, label]) and a list of edges, where each edge is 
represented as a list of two vertices.  Fig. 1 shows the GUI after 
an undirected graph named sampleGraph has been loaded from 
a Prolog file named graph.pl. In this figure, no frequent 
subgraphs have been found yet. 

The constraint editor allows the user to set up rules to filter 
the frequent subgraphs that will be reported. Examples of the 
constraint editor are shown in Fig. 2 and Fig. 3. Constraints are 
represented in Disjunctive Normal Form (DNF); that is, as a 
series of AND clauses OR’d together. The editor includes a 
drop-down menu of the possible constraints, a text input field 
for specifying the arguments to a constraint, and a display of the 
DNF clauses that have been specified so far.  Help text is also 
provided to guide the user in specifying the arguments 
correctly. 

Figure 1. VisCFSM GUI after a sample graph has been loaded 
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Figure 2. Constraint editor showing one clause 

 

 

Figure 3. Constraint editor showing two clauses 

 
The main display area in the GUI initially shows the graph 

that the user has specified from the selected Prolog file. Once 
the FSG algorithm is invoked, that area of the GUI is used to 
display the frequent subgraphs found in the most recent 
iteration of the algorithm. Recall that FSG starts by finding all 
frequent single-edge subgraphs, then makes repeated iterations, 

adding a new edge to each of the largest frequent subgraphs 
found so far. In future refinements of the GUI, the user will be 
given the ability to scroll back to previously displayed sets of 
(smaller-sized) frequent subgraphs, and also will be given the 
option to undo/redo the application of constraints and edge 
additions.  With the current implementation, at any time, the 
user may restart the FSG generation algorithm from the 
beginning by clicking on the Start FSG button. 

V. AN EXAMPLE IN VISCFSM 

To demonstrate the concepts behind VisCFSM, here we 
walk through two simple examples. We start by assuming that 
we have reached the state shown in Fig. 1, having specifying the 
file graph.pl and selecting sampleGraph as the desired graph.  
Clicking on the DRAW! button renders the graph without 
finding any frequent subgraphs. 

For this particular graph, a minimum support threshold of 2 
provides interesting results.  Fig. 4 shows all frequent subgraphs 
with a minimum support of 2.  These are listed individually with 
their unique vertex IDs rather than, for example, simply 
reporting that a subgraph with edge (blue, red) occurs at least 2 
times; there is, however, an option in the GUI to report the 
results only by unique label combinations in the subgraphs.  

Suppose that we want only subgraphs that contain a specific 
vertex, say those with the ID 0. The user would first click on the 
Condition Editor button, which will open the condition editor 
window.  In the condition editor, the user would then select 
“Contains Vertex” from the dropdown menu, and specify the ID 
of the vertex to include; see Fig. 2.  Finally, the user would click 
on the Add Condition button. The constraint editor can be 
closed by clicking on Done or closing the window.  

Upon completing those steps, if the user now clicks the Start 
FSG button, the FSG algorithm will be restarted with the 
specified constraint applied; these results are shown in Fig. 5.  At 
this point, the user may increment the size of these subgraphs 
(by clicking on the Add Edge button), or go back to the 
constraint editor, add additional constraints to the current AND 
clause, and recompute the set of frequent single-edge subgraphs.  

To add an alternative set of constraints (i.e., add another 
clause that will be OR’d in the DNF representation), the user can 
open the constraint editor and click on the Add Clause button.  
A new clause column will be displayed, and the user now can 
add constraints to either of the clauses. Fig. 3 shows the addition  

 

  

Figure 4. Subgraphs from the graph shown in Fig. 1 that occur with minimum support 2 
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Figure 5. Results of applying the constraint specified in Fig. 2 when 
finding single-edge frequent subgraphs for the graph shown in Fig. 1 

of another constraint in our example; namely we also want 
frequent subgraphs that exclude the vertex with ID 3. The 
resulting set of frequent single-edge subgraphs (obtained by 
clicking the Start FSG button) is shown in Fig. 6.  The result set 
now includes single-edge subgraphs that occur at least 2 times, 
and include vertices with ID 0 or exclude vertices with ID 3.  

 

Figure 6. Results of applying the constraints specified in Fig. 3 when finding 
single-edge frequent subgraphs for the graph shown in Fig. 1 

VI. FUTURE WORK 

Future work on VisCFSM will be focused on three areas. 
First, we intend to perform informal studies of the usefulness and 
usability of the system when author Leopold again teaches the 
graduate course on Advanced Data Mining at Missouri 
University of Science and Technology in 2017. This should 
yield ideas for improving existing features in the user interface 
and adding new constraints.  

Secondly, we plan to explore the incorporation of 
specifications of constraints by natural language and/or 
gestures/drawing in the user interface. The use of multimodal 
user interfaces for spatially-oriented applications have been of 
interest for years, particularly for GIS applications; see the 
discussion in [10], for example. Such interfaces have become a 
particularly active research topic in the past few years with the 
prevalence of mobile GIS applications (e.g., [11], [12]). Many 
of the same concepts for querying general spatial settings (e.g., 
objects such as buildings, connections between objects such as 
roads, directionality, etc.) should also be applicable to specifying 
patterns in a graph. 

The third focus for future work will be improving the 
runtime efficiency of VisCFSM. Most algorithms used for graph 
data mining are designed for implementations in procedural 
languages.  It is possible that some of our FSM operations 
(written in Prolog) could be sped up by expressing the steps of 
those algorithms (e.g., testing for graph isomorphism) in a more 
logical form rather than mimicking procedural solutions.   

Additionally, many parts of the algorithm are embarrassingly 
parallel in nature; operations that are performed on every 
subgraph in the list of frequent subgraphs are independent from 
those being applied to other subgraphs, and as such can be done 
in a parallel manner. SWI-Prolog offers the concurrent/3 and 
concurrent_maplist/N predicates that automatically distribute 
the execution of goals across multiple threads. As threading 
introduces significant overhead to the process, determining the 
appropriate size of problems to apply concurrent operations will  
require empirical experimentation so as to not degrade the 
performance of the system. 

Another option for exploring concurrency in VisCFSM 
includes using a Prolog interpreter embedded in the language in 
which the GUI is implemented. Javascript, for example, has a 
library that is a Prolog interpreter implemented in Javascript. 
This would allow the GUI to use the threading and GUI features 
of the host language (in Javascript’s case, Electron or NW.js 
could provide the GUI features) while preserving the Prolog 
computational backend. This has the disadvantage of requiring 
the GUI to manage communication between threads, but the 
higher-level threading abilities may make this a preferable 
option to sending queries to a Prolog process. 

If reconciling the data representations of Prolog and a host 
language prove to introduce more complexity than is needed, a 
domain-specific logic language that integrates tightly with other 
languages (such as miniKanren [13]) would provide a more 
native approach to interacting with the computational backend. 
This would provide access to high-level threading and GUI 
capabilities of more general-purpose programming languages 
while leveraging the constraint programming capabilities of a 
logic programming language. 

VII. SUMMARY AND CONCLUSIONS 

Herein we have presented the infrastructure for a graph 
mining system that provides the ability for the user to 
dynamically customize a variety of semantic and structural 
constraints while the algorithm is working to complete its overall 
task. Effectively, this system supports visual algorithm steering, 
providing the ability for the user to continuously visualize the 
results of the graph mining program as it executes, interactively 
modify aspects of the program, and see the effects without 
restarting the computation from the very beginning. Such 
capabilities are extremely valuable when dealing with graph 
mining, wherein the data representation is intrinsically visual, 
and patterns of interest may not become obvious until 
preliminary results are seen. Because frequent subgraph mining 
is a computationally intensive problem, the ability to 
dynamically adjust constraints on the computation can allow the 
user to more quickly find the information that is of most interest 
to him/her in a graph.  
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Abstract

Knots occur in many areas of science and art. The mathe-
matical field of Knot Theory studies an idealised form of knots
by viewing them as closed loops in 3-space. They can be
formally studied via knot drawings which are well-behaved
projections of the knot onto the 2-D plane. Equivalence of
knots in 3-space (ambient isotopy) can be encapsulated via
sequences of diagram rewriting rules, called Reidemeister
moves, but finding such sequences demonstrating isotopy of
two knots can be immensely challenging. Whilst there are
some sophisticated tools available for some knot theoretic
tasks, there is limited (free) tool support for certain knot cre-
ation and interaction tasks, which could be useful for lecturers
and students within University courses. We present KnotS-
ketch, a tool with multiple functionalities including the ability
to: (i) read off a form of Gauss code for a user sketched dia-
gram; (ii) generate a diagram from such a code; (iii) regen-
erate a knot diagram via a different projection, thereby pro-
ducing examples of equivalent knot diagrams that may look
very different; (iv) interaction capabilities to quickly alter
the knot via crossing changes and smooth the curves of the
sketched diagram; (v) export facilities to generate svg images
of the constructed knots. We evaluate KnotSketch via a case
study demonstrating examples of intended usage within an ed-
ucational setting. Furthermore, we performing a preliminary
user study to evaluate the general usability of the tool.
Keywords: knots, sketching, gauss code, diagram generation.

1. Introduction
Knots occur within both art and science, and there are

many important scientific application domains (e.g. DNA su-
percoiling [22, 8], quantum wavefunctions [16]). The math-
ematical field of Knot Theory has been studied extensively,
providing a rigorous study of an idealised form of knots (es-
sentially closed loops in 3-space); see [27] for a standard
mathematics graduate text book, and [19] for a recent ap-
proach aiming to utilise the potential of computers within the
field. A standard mathematical approach is to define objects
under consideration, provide a formal notion of equivalence,

DOI reference number: 10.18293/DMS2016-035

and then to investigate means to try to classify the objects
(given two objects, decide if they are equivalent or inequiva-
lent). In this context, two knots are equivalent, called ambient
isotopic (isotopic for short), if there is a continuous deforma-
tion of the whole of 3-space taking one embedded loop to the
other. Knots can be studied thus, making use of knowledge of
topological methods.

However, knots can also be studied combinatorially, via
knot diagrams (which are regular projections of knots onto
a plane, so any crossings are transverse double points). Fol-
lowing Reidemeister [25], isotopy can be realised via diagram
transformations: two knots are isotopic if and only if their di-
agrams (which can be projection onto any suitable plane, so
the diagrams can look quite different) differ by a sequence of
local diagrammatic transformations (shown later, in Figure 4).
Figure 1 shows an instance of the core problem of asking
whether diagrams represent the same knot; no answer is pro-
vided here, leaving the reader to try to discover an answer for
themselves, thereby getting an initial feeling for the challenge
via this small example. This question is posed at the beginning
of an undergraduate Knot Theory course at the University of
Brighton, UK. Since there can be infinitely many diagrams of
each knot (considering that different planes of projection can
be used, and one could move parts of the knot prior to pro-
jection), identifying knot equivalence by comparing diagrams
and trying to demonstrate isotopies can be extremely difficult.

Consider the educational context of a knot theory course,
with a professor teaching, setting and marking assessments of
students, whilst the students are learning, studying, and com-
pleting the assignments. The act of drawing of knots can be
time consuming and error prone. For example, consider stu-
dents trying to reproduce the knot shown in Figure 2 in class
by hand; this is actually a diagram of the unknot (i.e. it is

Figure 1: Are these two knots equivalent (isotopic)?
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Figure 2: A knot drawing with potential for reproduction er-
rors

equivalent to a knot diagram with no crossings, which can be
depicted by a single circle), called the Haken unknot. This
motivates the need for a knot drawing tool, with export facil-
ities, and in particular the incorporation of sketch based in-
put facilities to mimic the normal knot drawing method when
constructing knots by hand.

Knot codes (like a Gauss code, discussed in Section 2.1)
provide a string based representation of the crossings (and
their relative orientations) in a knot diagram. In the process of
understanding their usage, a student may be asked to produce
the code of a given diagram or to try to construct a diagram,
given a code, for relatively simple cases. The question “which
signed Gauss codes are realisable as (classical) knots?” [17]
was open for a long time, but algorithmic solutions have been
devised (e.g. [9, 23, 28]). Kauffman [20] extended the class of
classical knots (the knots we have described are termed classi-
cal knots) to virtual knots, permitting extra crossings without
any over/under information, so that every Gauss code is then
realisable as a virtual knot. In this paper, we focus on the clas-
sical knot case, as would be common in the majority of knot
theory courses, but we adopt an underlying approach that can
be naturally extended to permit the consideration of virtual
knots. The related requirements for a tool are: the automatic
reading of the code from a knot drawing, and the automatic
generation of a knot diagram from a code.

The codes considered only determine the drawing of a knot
diagram drawn on a sphere instead of on a plane; a choice of
face (in the shadow of the knot on the sphere, which is the
underlying graph given by forgetting the over/under informa-
tion at the crossings) for stereographic projection is required
to provide a drawing in the plane. However, this property
can be turned into an interesting benefit. Different choices
of (outer) face yield isotopic diagrams (they are, after all just
different views of the same knot) but they may look very dif-
ferent. Thus, the alternative choices of outer face give rise to
a set of diagrams which are all equivalent but may not look
like it, thereby: (i) giving rise to easily constructed examples
of equivalence for students to explore; and (ii) helping stu-
dents to develop their understanding of stereographic projec-

tion. Without any tool support, students may find taking a di-
agram in the plane, considering it as drawn on the sphere and
re-projecting using a different outer face, a rather challenging
task. It also provides the teacher (or a professional mathe-
matician if the context of intended usage was widened) with a
means of examining this somewhat less-familiar relationship
between knots that may involve very complex sequences of
Reidemiester moves to realize as an isotopy.

We implemented the KnotSketch tool following these
elicited requirements. We demonstrate some of its functional-
ities via a case study, providing a series of worked examples.
We follow this up with a preliminary user study to evaluate
the general usability of the tool. There are many technicali-
ties to be dealt with in the formal setting of knot theory, but
for accessibility to a Computer Science audience we adopted
a relatively informal approach, skipping over some technical
details (e.g. we presume all knots are tame to rule out patho-
logical examples). An interested reader can refer to graduate
level text books on knot theory (e.g. [15, 18]) for more com-
plete details. Discussions about knots (single loops embedded
in space) extend to links (disjoint unions of knots) and KnotS-
ketch also supports links.

2. Preliminaries

We describe some facts about knots and their diagrams (in-
formally indicating the content of well known definitions and
theorems), and introduce Gauss codes, with examples, provid-
ing rationale for the chosen form adopted. A link is a disjoint
union of knots, and a link diagram is the image of a regu-
lar projection (i.e. the only singularities are transverse dou-
ble points) of the link L with over/under information added
at each of the double points, called crossings. Every (tame)
link has a diagram. Ambient isotopy is an equivalence rela-
tion on knots (or links). Each equivalence class of knots is
called a knot type; equivalent knots have the same knot type.
As is common, we abuse language and use the term ‘knot’ to
mean the whole equivalence class (a knot type) or a particular
representative. When we say that two knots are different (not
equal) we mean that they are inequivalent (i.e they have differ-
ent knot types). If a knot has the same type as the trivial knot
then we say it is unknotted. We can orient a knot by nominat-
ing one of the two directions along it. If K is an oriented knot
then the knot with the opposite orientation, denoted by−K, is
called the reverse ofK. The knot−K∗ is called the inverse of
K, where K∗ is the mirror image ofK (obtainable by switch-
ing all crossings in a diagram of K). For oriented links, we
can assign to each crossing c of a diagram, its sign, which is a
value in ±1, denoted sign(c), as depicted in Figure 3.

Let R1, R2 and R3 denote the diagrammatic moves shown
in Figure 4. Two diagrams differ by one of these moves if they
are identical outside a small region, and inside the region they
differ exactly as shown in the moves. These moves are called
the Reidemeister moves [25]. We can think of R3 as moving
one of the strands across the crossings of the other two strands.
The moves are presumed to preserve orientation. Note that we
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Figure 3: The overpass is the unbroken line for each crossing
(on left figure: top left to bottom right; on right figure: bottom
left to top right) and the underpass is the broken line. The sign
of a crossing is + if traversing along the the underpass, fol-
lowing the orientation, at the crossing the overpass is passing
from the left to the right (as in the figure on the left), whilst
the sign is − if the overpass is passing from the right to the
left (as in the figure on the right).

Figure 4: The Reidemeister moves, which are diagrammatic
moves encapsulating knot equivalence.

interpret diagrams that differ by homotopy preserving the arc
and crossing structure (i.e. the arcs can be moved without
changing the underlying crossing structure; e.g. making the
knot more “wiggly”, or scaling the diagram) as the same.

We say that diagrams D and D′ are isotopic if D can be
obtained from D′ by a sequence of moves of type Ri, with
1 ≤ i ≤ 3. The diagrams are regularly isotopic if R1 is not
used. The following important theorem (see [25]) allows us to
study knots and links combinatorially, via diagrams: Suppose
that links L0 and L1 have diagrams D0 and D1, respectively.
Then L0 and L1 are ambient isotopic if and only if D0 and
D1 are isotopic.

2.1. Codes

Gauss codes are a means of capturing information in a
knot diagram. We adopt a richer form of the codes used in
the literature from which others can be recovered. The code
of a diagram is given by numbering the crossings, picking an
orientation on the curves and then traversing the curves one at
a time, writing down the crossings met in order in a complete
circuit, noting whether one was on the overpass or underpass
(o/u) at each crossing along with an associated sign (±). It
is well defined up to the equivalence relation generated by
these choices. Codes for different components of a link are
separated by a /.

Figure 5: Left: The enhanced Gauss code o1+ u2− o3+
u1− o2+ u3− indicates the crossings met upon traversal of
the knot, together with extra information (over/under, and
the sign of the associated immersed curve), realisable as
a (classical) knot diagram. Note that the “usual” Gauss
code would assign − to every crossing number, yield-
ing: o1− u2− o3− u1− o2− u3−. Right: the code enables
the explicit indication of the position of virtual cross-
ings: o1+ u2− o3+ u1− o4− v5+ o2+ u3− / u4+ v5− for the 2-
component virtual link. Here, we emphasized the virtual
crossing by placing a dot at the crossing (numbered 5).

We describe variations of the code used in the literature.
Kauffman, in [20], uses o/u, and the sign of the crossing
(+/− described earlier) is attached to each symbol (denoting
the number assigned to the crossing), with the same sign oc-
curring for both of the occurrences of this symbol in the code.
However, Kurlin [21] includes the same sign of the crossing
(+/−) but only attaches it to the symbol associated to the un-
dercrossing, thereby removing the need to explicitly indicate
o/u’s, since the presence of a sign indicates an undercrossing,
whilst its absence indicates an overcrossing. Carter [11], con-
siders immersed curves (so the arcs pass through each other
at the crossing instead of passing over and under), so there
are no o/u’s to consider. A variation of the sign convention is
adopted, with one + and one − associated to each occurrence
of a symbol for a crossing. An intuitive method for calcu-
lating this (enhanced) sign convention used is to imagine that
the arc under consideration (as we traverse the curve and it
passes through a crossing we write down one instance of the
symbol for that crossing and decide on its sign) is an under-
crossing and calculate the sign as per the earlier method for
knots. This leads to one of the two symbols being assigned to
a crossing being a + and the other a −.

We make use of a variation, which we call the enhanced
Gauss code (code for short) in which we use the sign conven-
tion for immersed curves, following Carter, as well as the o/u
information (as used by Kauffman) for knots. This generalisa-
tion provides us with the ability to deal with curves that do not
have any over/under information at the same time as those that
do. One application is to explicitly encode virtual crossings in
virtual knot diagrams (rather than simply ignoring their pres-
ence in the code), permitting the expression of over/under or
“through/virtual” at each crossing. The “through/virtual” op-
tion can naturally be represented by a v for virtual crossing in
the virtual knot diagram setting. Whilst we do not explicitly
consider the use of virtual knots within the educational con-
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Figure 6: A screenshot of the KnotSketch interface, with tool-
box at the top, a diagram shown in the Sketch View and its
automatically produced code in the Code View.

text in this paper, we envisage the future usage of this func-
tionality (for advanced postgraduate students or professional
mathematicians), and so we decided to adopt a notational con-
vention that would be consistent with this.

Figure 5 shows examples of the (enhanced Gauss) codes
of a classical knot diagram (top) and a virtual link diagram
(bottom). To enable a comparison with the immersed curve
codes, one can consider the shadow of these classical knot
diagrams (i.e. make all crossings “through/virtual”); the ef-
fect of this on the code is to simply remove the occurrences
of o/u, replacing them with v’s. This would have necessarily
been slightly more complicated if we had used the classical
knot sign convention in the code. KnotSketch enables the au-
tomatic interpretation of the code of (sketched) link diagrams.

3. KnotSketch
We describe KnotSketch and its main functionalities.

KnotSketch is partly based on ink recognition techniques, pre-
viously developed for other applications [6, 13, 14].

3.1. User Interface

As shown in Figure 6, the KnotSketch interface is divided
into three parts. The upper part is a toolbox with buttons to
perform the following operations (from left to right):
• change the input mode to draw;
• change the input mode to erase;
• change the input mode to move. At present it is only

possible to move whole curves, not parts of a curve (but
this would be a useful future additional functionality for
interaction);
• change the zoom level;
• clear the current drawing;
• launch the automatic diagram generation facility through

a new dialog. The dialog (see Figure 7) contains a text
field to enter the code. It is possible to use the clipboard
to paste the automatically produced code of a sketched
diagram. The code specifies the drawing of the knot on
a sphere. By clicking on the OK button, a new dialog

Figure 7: Code to diagram generation box.

is opened (an example is presented in Figure 10 of Sec-
tion 4). This dialog requires the user to choose a face as-
signed to be the outside region under stereographic pro-
jection from the sphere onto the plane from a list of pos-
sible choices (one for each region). A preview pane is
shown by the side of the list to assist the user. More-
over, it is possible to personalize the diagram appearance
with different visualization options, such as varying the
number of spring embedding iterations;
• open a previously saved diagram. If a file describing a

diagram drawing (see below) is opened then its content
is shown in the Sketch View described below, while if a
file containing the knot code is opened the diagram gen-
eration is launched;
• save the current diagram in a native drawing file format.

It is also possible to export a drawing in svg format (op-
tionally as an html file), whilst the code can be exported
in txt or html format. This facilitates the use of the tool
for the production of diagrams that occur in research pa-
pers, student submissions, or to include in web-pages;
• open the Options window in order to alter tool settings,

such as the size of the gap used in the visualisation of the
crossings;
• perform knot beautification using EulerSmooth [30].

Given a drawn diagram, the user can apply a smooth-
ing operation via EulerSmooth to improve the quality of
the sketched drawing; EulerSmooth was defined to work
with Euler diagrams but it can be heuristically applied to
knot diagrams. The smoothing function can be manually
controlled and can be applied with various parameter set-
tings.

In the middle part of the KnotSketch interface the Sketch
View contains the drawing canvas. The curves are arbitrar-
ily shaped and must be completed with a single pen stroke.
Once a stroke has been entered, its endpoints are automat-
ically joined to close the curve. If the user tries to make the
curve closed by passing the final part of the curve over the ini-
tial part, then any additional crossing created is erased. Upon
its completion, a curve is coloured with a colour chosen from
a pre-defined list (the predefined colour list can be configured
by the user). As soon as a curve is completed, a numeric la-
bel is automatically assigned to each crossing point. There
are two segments passing through each crossing, and by de-
fault the last drawn segment is shown as an over-crossing (as
a future option, the user will be able to choose the default
behaviour, permitting the automatic provision of alternating
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crossings as the knot is traversed, for example); the cross-
ing type (over/under) can be manually changed by the user
by clicking on the crossings. The length of the gap used to
indicate the crossing can also be configured by the user.

In the lower part of the interface, the Code View con-
tains the automatically generated enhanced Gauss code, as
described in Section 2.1 (it is possible to select the code and
copy it to the clipboard). At the top of this view a toolbox pro-
vides a set of options through which the user can select some
other forms of codes (that are not required for this particular
application).

A user study is discussed in Section 5, and Figures 8-12
show some related screenshots of the tool.

3.2. Back-End

KnotSketch is written as a Java 7 application. Other than
knot drawing, the main features of the application are knot in-
terpretation (i.e. computing the code of a drawn knot), knot
generation from code and knot beautification. The enhanced
Gauss code, displayed in the Code View, is incrementally con-
structed and is updated every time a curve is added or deleted.
It is stored in an internal format enabling efficient operation
executions. A knot is represented as a closed polyline.

KnotSketch can generate knot drawings from an enhanced
Gauss code using a planar graph based construction: the graph
contains one node for each crossing, and its combinatorial em-
bedding of the graph can be calculated by using the crossing
signs (+/−) and the choice of face assigned to be the outer
region. Then an algorithm from the OGDF framework [24]
can be used to embed the planar graph in the plane. The user
can optionally modify the embedding by selecting a number
of iterations of a force directed algorithm [5] to apply. The
algorithm theoretically preserves the regions, but approxima-
tion due to rounding could cause non-preservation. However,
the tool provides a post-check if the initial and final diagram
codes are equivalent. Finally, by traversing the graph edges
appropriately, the curve for the knot diagram is constructed.

The knot beatification step can be performed by using the
Ocotillo java library from EulerSmooth. The drawn knot is
treated as if it was an Euler diagram (essentially taking the
shadow of the knot, viewing all crossings as if they passed
through instead of over/under each other; note that the con-
straints of non-self intersections for Euler diagrams must be
relaxed in this context). The knot diagram is converted to the
format used by Ocotillo and the beautification process is per-
formed on it, using the parameters set by the user. After each
beautification iteration the diagram is converted back to the
original format in order to display the beautification progress
to the user. Future enhancements of EulerSmooth in this con-
text should lead to enhancements of the outputs.

4. Case study

We describe a set of activities that can be performed with
KnotSketch within an educational context, demonstrating the

capabilities of the approach and the tool. We highlight a
novel viewpoint that permits an uncommon form of user ex-
ploration, which would be challenging for students to perform
without tool-based assistance. We discuss general activities
that users may undertake along with low level tasks that users
may perform along the way.

Consider the task of starting with a code and creating a di-
agram of a knot with that code. This task can be used to test
a users’ understanding of the code to diagram process, and to
highlight how challenging the construction can be without fur-
ther assistance. In a simple case, the user can directly sketch
the requested diagram. They can check their solution via the
automatic production of the code, displayable in the Code
View. If the knot produced differs from the required solu-
tion via crossing changes alone (i.e. switching over and under
crossings) then user interaction via clicking on the crossings
can be applied to alter the diagram accordingly. If the diagram
drawn has the wrong code and the code differs by more than
crossing changes then the curve needs to be redrawn. An al-
ternative approach is to use the automatic diagram generation
facilities from a code (described in Section 3). For the task of
producing a diagram with the correct code, any choice of outer
face will do, so the user can select any of the proposed faces.
This functionality leads to an interesting possibility for the
exploration of knot equivalence (isotopy). Given a code one
can generate different views of the knot (one for each face, by
using the different choices of outer face in the plane of projec-
tion). Since each of the views are diagrams of the same knot
viewed from a different perspective, all of these diagrams are
equivalent. However, they may look very different and it may
be challenging for a user to construct an isotopy (a sequence
of Reidemeister moves) from one diagram to the other. Thus,
given two knot diagrams that potentially look very different,
but which are in fact different projections of the same knot,
the user can try to identify this knot equivalence by searching
through the options and visually comparing the outputs.

Figure 8-12 show diagrams from the tool similar to those
of the case study. In detail, Figure 8 shows a user sketched
(and smoothed) drawing of a trefoil knot with 3 crossings, its
automatically produced code, along with a more complicated
knot with 7 crossings. Figure 9 shows diagrams of a knot K,
the knot K ′ with a single crossing change, and, m(K), the
mirror of the knot K, which is shown as K with all crossings
changed; the effects on the code are also shown. Figures 7
and 10 show an example of a code being used to generate a
knot, demonstrating the user’s view at the time of selection
of outer face. The code-like information displayed for each
choice is a means of specifying the region (details are omitted
since they are unimportant for our purposes here); we display
drawings arising from all six choices of outer face for this
code. Figure 11 shows diagrams (far left and far right) and
their (not obvious) equivalence as a sequence of Reidemeister
moves (indicated by Ri’s). These two diagrams can be seen
to be equivalent via projection onto different faces; the left
and right diagrams are those shown in Figure 10(f) and Figure
10(e), respectively, up to moving the arcs without changing
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Figure 8: Screenshots of a trefoil knot (left) and a knot with seven crossings (right) and their codes.

Figure 9: A diagram of a link (left), the diagram obtained by changing crossing 4 (middle), and the mirror of original diagram,
given by changing all crossings (right).

the crossing structure. Figure 12 shows an example of gener-
ation of a knot diagram from a complicated code, showing the
initial creation of a knot, along with an initial improvement
using the EulerSmooth functionalities.

5. Experimental setup

We performed a preliminary evaluation on a student pop-
ulation to test the usability of the tool itself. In particular,
we measured the perceived usability of the system through a
System Usability Scale (SUS) [7] questionnaire. The ques-
tionnaire is composed of 10 statements to which participants
assign a score indicating their strength of agreement on a 5-
point scale. The final SUS score ranges from 0 to 100. Higher
scores indicate better perceived usability. We also gathered
some participants’ free-form comments during and after the
experiment.

The demographic mostly consisted of Computer Science
students, which may help with familiarity with the use of soft-
ware. In the future, we will also examine the usage with

Mathematics students whom may be more familiar with the
mathematical context, but perhaps less proficient in software
usage. We recruited a total of 10 participants (3 female). The
ages ranged from 21 to 51 (with mean M = 31, and standard
deviation SD = 10.4). All of them were habitual computer
users and had previous experience with touch-screens. None
of them had any prior knowledge of knot theory.

The set of tasks we considered were as follows.

TASK 1 Given the following knot code, gener-
ate a diagram of it using the “generation
from knot code” functionality of KnotSketch:
o1+ o2− u3+ u1− u4+ u5− o5+ o4− u2+ o3−;

TASK 2 Given the knot drawn on the sheet, reproduce it
using KnotSketch and save its knot code in a text file.
Moreover, save the drawing in the tool’s native file for-
mat (this task was repeated three times - TASK 2.1,
TASK 2.2, TASK 2.3 - once for each knot in Figure 13);

TASK 3 Open the native format of the drawing previously
produced in TASK 2.2 and generate its projection onto a
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(a) (b) (c)

(d) (e) (f)

Figure 10: Displaying the preview of the different choices of outer face for the projection, using the code from Figure 7.

Figure 11: A sequence of Reidemeister moves demonstrating the equivalence between the left diagram (c.f. the diagram in Figure
10(f)) and the right diagram (c.f. the diagram in Figure 10(e)).

Figure 12: Generation of a knot diagram from a complicated code, with the initial creation of a knot (left), along with an initial
improvement using the Eulersmooth functionalities (right).
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Figure 13: TASK 2 knots.

(a) Pair of knots for TASK 4.1.

(b) Pair of knots for TASK 4.2.

Figure 14: TASK 4 knot pairs.

different outer face;

TASK 4 Given the pairs of knot diagrams on the sheet, in-
dicate if they differ by redrawing via projection onto a
different outer face or not (the task was repeated twice -
TASK 4.1, TASK 4.2 - once for each knot pair in Figure
14).

The time limit for the completion of each subtask was 5
minutes.

The tasks were executed on a Dell Precision T5400 work-
station equipped with an Intel Xeon CPU at 2.50 GHz running
Microsoft Windows operating system and the Java Run-Time
Environment 8. The device used for the experiment was a
Sympodium ID250 Interactive Pen Display, attached through
both USB and RGB cables to the work station.

5.1. Results

The tasks have been successfully completed by almost all
participants. Only two tasks were not completed successfully
by all participants: TASK 2.3 and TASK 4.1, with two errors
each. The mean task completion times are reported, along
with standard deviations, in Table 1. As expected, the sub-
tasks of TASK 2 showed increasing difficulties; in particu-
lar for TASK 2.3, some users needed to attempt the drawing

Task Avg time (sec.) S.D. User errors
TASK 1 64.7 16.6 0
TASK 2.1 45.3 14.1 0
TASK 2.2 60.2 13.3 0
TASK 2.3 137.6 72.8 2
TASK 3 20.0 11.8 0
TASK 4.1 135.0 48.8 2
TASK 4.2 152.6 41.6 0

Table 1: Task completion times.

Username Score
participant 1 77.5
participant 2 85
participant 3 62.5
participant 4 75
participant 5 87.5
participant 6 75
participant 7 85
participant 8 77.5
participant 9 92.5
participant 10 85
Average 80.25

Table 2: SUS-like questionnaire scores for user satisfaction.

several times. However, the error on this task was simply an
incorrect sign on a single crossing. TASK 4 presented some
difficulties for most participants, with relatively high execu-
tion times and two errors for TASK 4.1.

The scores of the questionnaire calculated from the re-
sponses of the participants are shown in Table 2, indicating
scores ranging from 75 to 92.5, with an average value of
80.25. This value indicates a good level of satisfaction [4].
An analysis of the questionnaire scores showed that the partic-
ipants judged the tool very useful for its purpose, but they did
not find all the features simple to use and some participants
needed some learning time to be able to master them. For in-
stance, some participant lamented the lack of feedback on the
presence of errors in a written code; others had problems in
finding out how to generate the projection of a drawing onto a
different outer face.

Similar considerations emerged after a brief interview/dis-
cussion with the participants involved in the experiment to un-
derstand what aspects of the tool were of help in the execution
of the tasks: probably due to unfamiliarity with Knot Theory,
some participants expressed initial doubts about the compre-
hension of the tool’s purpose. Furthermore, some of them
had difficulty in completing TASK 4 even with the help of
the tool, with one participant stating: “I would have preferred
more support from the tool to perform TASK 4”. Neverthe-
less, he declared “I would never be able to complete that task
without the help of the tool”.
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Tool KnotSketch KnotPlot [26] Knot ID [2]
Hand sketch Yes Yes (but requires license) No (point and click/drag)
3D visualisation No Yes Yes
Link diagrams Yes Yes No
Save/Load/Export
diagram

• Supports saving and loading
diagrams
• Diagrams can be exported in
SVG and HTML format

• Supports saving and loading
diagrams
• Diagrams can be exported in
EPS format

• Load list of coordinates
• Load gauss code (no visualisa-
tion of the knot in this case)

Edit diagram • Supports adding, deleting
and moving individual compo-
nents

• Supports adding, deleting
and moving individual compo-
nents or a segment of any com-
ponent

• Supports adding, deleting or
modifying individual segments of
any component

Diagram generation
via code

Supports Gauss Code Supports Dowker code and
Braid word

No generation (but identification
available from Gauss Code)

Diagram reprojection
via outer face

Yes No (but rotation of 3D visuali-
sation is possible)

No

Diagram smoothing Yes Yes No

Table 3: Visualisation features of KnotSketch, KnotPlot and KnotID

6. Related Work

Existing knot tools have varied functionalities. Table 3
provides comparison of visualisation aspects of KnotSketch
with KnotPlot [26] and Knot ID [2]. We provide some further
details and briefly discuss other notable tools below. To the
best of our knowledge, the re-projection facility onto different
outer faces offered by KnotSketch is novel, as is the capabil-
ity to deal with (sketching, interpreting) virtual knots or links
(note that the study was restricted to classical knots and links).

KnotPlot [26] is a widely used program for visualising and
interacting with knots that has theoretical underpinnings as
described in [29]. A knot can be sketched by hand (in the up-
graded version requiring a license) or constructed from code
using a tangle notation system developed by Conway [12], or
from a braid word, or a Dowker-Thistlethwaite code (which
does not uniquely specify composite knots [26, page 98]). A
knot can be refined into a smoother configuration using a 3D
technique, which is computationally expensive, especially for
large knot diagrams with more than 50 crossings [26, page
105]. KnotPlot has a built-in database containing a wide range
of knots and links which can be viewed, modified and saved,
along with other features such as: computing the Alexander
and HOMFLY polynomials, the writhe, the average crossing
number, the thickness and the Dowker code of a knot; search-
ing for minimal stick conformations and interesting random
knots; generation of arbitrary braids; enabling the considera-
tion of open knots or links; interactive construction of knotted
and linked spheres in four dimensions.

KnotID [2] is a web application that allows the viewing of
topological information about knots. The application can be
used: (1) to import three-dimensional curves (as a list of 3D
coordinates or by generating torus knots from two coprime
numbers); (2) to draw two-dimensional curves; (3) to directly
input an enhanced version of the Gauss code similar to those
described in Section 2.1. In addition to displaying topological

information, the tool can, through the application of topolog-
ical invariants, identify if the input knot is equivalent to knots
found in a lockup table (based on [1]). It permits computation
of properties such as the Reduced crossing number, Determi-
nant |∆(−1)|, |∆(exp(2πi/3)|, |∆(i)|, and Vassilev invari-
ants. Compared to KnotSketch, the software offers a non-
sketching oriented drawing interface and no features such as
delete/smoothing/load/save or the ability to display the cross-
ing numbers. Moreover it does not offer functions to gener-
ate a knot from a gauss code or to regenerate a knot by re-
projection onto a different plane.

Libbiarc [10] can be used to manipulate and analyze prop-
erties of knotted curves, compiled into a C++ library; the
most frequently used functions are available as an API. The
core library provides functions to interpolate point-tangent
data with bi-arcs, access information such as curvature and
torsion, compute the length and thickness. The library in-
cludes a viewer application, called curview, for visualisation,
in which a knot can be loaded, manipulated and saved.

KnotApp [31] is a thesis that describes a program that dis-
plays a knot and other objects, such as the knot’s crossing
map and its trisecant curve, using the jReality JOGL Viewer.
The knot may be chosen from a provided list or loaded from
the file system. Then the chosen knot can be edited by drag-
ging its vertices using the provided knot editor. The crossing
map implemented displays the set of irregular projections of
the underlying knot as curves on the unit sphere. The set of
trisecants of the underlying knot is visualised as a curve in the
3-dimensional torus. However, the KnotApp application itself
does not appear to be currently available to be tested.

Other notable knot tools, with varying functionalities in-
clude Linknot (see [19]), Knotscape [32] (uses Dowker-
Thistlethwaite codes), and MING [33] (which minimizes
MD-energy of polygonal knots, reduces the numbers of edges,
and draws/visualizes their 3-dimensional pictures).
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7. Conclusions

We have developed KnotSketch, a tool to facilitate knot ex-
ploration, with particularly interesting functionalities of per-
mitting knot sketching followed by classical knot diagram re-
generation via re-projection onto different planes via stere-
ographic projection from the diagram drawn on the sphere.
This could be particularly useful in University level educa-
tional settings, and we examine the potential capabilities via
a case study. In addition, we adopt an enhanced version of
Gauss code that enables the future handling of virtual knots.
This ability to deal with virtual knots would likely be useful
in the context of expert users, such as professional mathemati-
cians making use of the tool in exploratory mathematics or
simply to produce figures for use in publications (the use of
classical knots is of course pertinent to this user class as well).
One can also envisage different semantical interpretations of
these types of diagrams with mixed crossing types, and this
would widen the applicability even further beyond the con-
sideration of knots.

We performed a preliminary user-based empirical study to
gain insight into the usability of the toolkit, with an aim for
future improvements. We plan to perform more extensive
user testing, and adopt an iterative developmental method-
ology taking into account user-insights after testing periods.
We wish to explore the utility for both Mathematics students
and professional Mathematicians. Using the interface at Knot-
Info [3], a user can select sets of knots and request information
about them including their diagrams or compute many invari-
ants. This interface and database (and others) could be made
to be usable in conjunction with KnotSketch, thereby greatly
enhancing its functionalities.
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Abstract— The learning assessment in e-learning contexts is one 

of the latest challenges for educational technology researchers. 

One of the main issues to be addressed is the definition of 

dimensions that should be used to measure the learning 

effectiveness. In this perspective, the research work aims at 

defining the engagement indicators useful to assess the active 

participation of students in social learning environments. 

Moreover, the paper presents the design and implementation of 

Learning Dashboards aimed at visualizing the student 

engagement in online communities where the engagement and 

involvement of students are the key factors for successful 

learning. 

Keywords- Assessment; Learning Analytics; Learning 
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I.  INTRODUCTION  

The learning assessment is one of the main issues in the 
educational field. In the latest years, the interest in this topic is 
rising thanks to the evolution of e-learning methods and 
techniques. The new teaching models adopted in the MOOCs 
(Massive Open Online Courses) [1] [2] require the adoption of 
new tools and measures that allow teachers to make effective 
and reliable assessment even with a large population of 
learners. In the literature, different solutions have been 
proposed, such as the adoption of qualitative measures [3] [4] 
to have detailed information about the interaction of the learner 
with the peers and the didactic resources, or the definition of 
tools able to supply detailed information on the student 
learning path, starting from the tracking data of e-learning 
platform [5] [6]. For these reasons, the interest of the 
educational technology researchers is focusing on Learning 
Dashboards that allow, both faculty and students, to tune their 
actions (lectures, assignments, study) based on rapid feedbacks 
on student progress in learning [7]. Currently, the interactions 
are becoming even more complex in the e-learning 
environments. Thus, the number of dimensions to take into 
account to make a successful assessment of the student’s 
learning path is improving.  The main challenge of Educational 
Technology field is to point out all the dimensions useful to 
measure the effectiveness of the e-learning paths [8]. 

In this perspective, our point of view is that in the e-
learning environments 2.0, where the construction of the 
knowledge is shared among the different users, to measure the 
engagement in the e-learning process could give information 
about the learning effectiveness. For this reason, the paper 
presents a Learning Dashboard aimed at visualizing the student 
engagement in web based learning environment. In particular, 
the attention is focused on online communities, where the 
engagement and involvement of students is the key factor for a 
successful learning. 

 

II. RELATED WORKS 

The Learning Dashboards are commonly used in a wide 
range of e-learning environments: Learning Management 
Systems, Web-based and Personal Learning Environments, 
Massive Open Online Courses and so on. Information 
Visualization techniques, indeed, are powerful tools in the 
learning analytics research field, since they allow to visualize 
the collected data about student’s activities. Visualization can 
impact on the user behavior and motivation, for both students 
and teachers, and promote self-awareness and reflection about 
the learning process [9]. 

The interest in this research field and the number of 
proposed approaches are growing in the latest years. For ours 
research goals, we decided to narrow the research on two 
important aspects in e-learning environments: student’s 
progresses and performances and student’s engagement. 

A. Visualizing progresses and performaces in e-learning 

enviroment 

Numerous are the solutions proposed to face this issue. 
Student Activity Meter (SAM) [10] [11], for example, was 
designed to explore the classroom activities. It provides an 
overview of student’s activities through simple statistics. For 
each student, the indicators are the time spent and the 
documents used. These indicators are compared with 
minimum, maximum and average values of the whole class.  

The first indicator, time spent, is displayed with a line chart 
visualization; it shows a line for every student in the course; 
the horizontal axis shows the dates and the vertical axis 
displays the total time spent [11]. Indeed the visualization of 
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activities over time is a key aspect when analyzing student 
behaviors. The second indicator, document used, is not directly 
displayed but it is used to provide recommendations with a 
simple recommender system. 

Furthermore a parallel coordinates chart shows correlations 
among (i) the total time spent on the course, (ii) the average 
time spent on a document, (iii) the number of documents used 
and (iv) the average time of the day that the students work [11] 
allowing the discovery of patterns in the student’s behavior.  

Mastery Grids introduces the so called “social progress 
visualization” [12] to engage students and to guide them 
through the learning resources exploration. The indicators used 
are the progress made by each student. The progresses are 
presented in a matrix where for each domain topic (horizontal 
dimension) and kind of resources available for that topic 
(vertical dimension) the level of completeness or level of 
progress a learner has for the given combination of topic and 
resource type is showed through color intensity (third 
dimension). 

In addition to the individual progress visualization, Mastery 
Grids enables comparison with other peers (the class average, 
the top ranking students) and highlights the differences 
between the individual user and the group. Furthermore, it 
enables more compact and detailed comparison selecting one 
kind of resource. This direct comparison pushes the user to 
improve her/his activity by stimulating them to complete 
different kind of activities and to access new content at the 
same time. 

CAM Dashboard was designed to allow the exploration of 
learners’ behavior in Personal Learning Environments and to 
enable both self-reflection and comparison with peers to 
improve student’s motivation [13] [14]. It collects data from 
different data sources even outside the traditional LMS, and 
provides visualization according to the student’s goals.  

The indicators are the total number of activities done by the 
student and the number of events or time spent for each 
application used by the student over time. Furthermore those 
indicators are grouped by day of the week, by action performed 
or by resources involved. Noteworthy is the distinction of 
different kind of actions that enables a deeper level of analysis, 
for instance the distinction of active and passive actions such as 
writing and reading activities. 

The main visualization is a line chart of the activity over 
time (annotated timeline) while the grouped indicators are 
presented with bar chart visualizations that allow the 
comparison between the time spent by the user and the average 
time of peers. 

VeeU was designed to enhance student assessment in 
distance learning environment for both teachers and students. 
[5]. The indicators proposed are the number of daily accesses, 
the number and distribution of activities in a course and the 
completion rate of course activities. 

The accesses are presented in a time line visualization at 
different aggregation levels (different courses or single course) 
for the teacher, while the student visualizes the number of 
her/his daily accesses compared to the average values for the 

class. A pie-chart visualization is used for the percentage and 
distribution of activities while the completion rate is displayed 
in a gauge chart visualization with a list of recommendations to 
help student in achieving goals. 

Even StepUp! has been designed for students 
empowerment in open learning environments [15][16][17] in 
the “quantified self” perspective [18]. It collects tracking data 
from group blogs and twitter (post, comments, tweet). Even in 
this case the indicators are the number of activities and the time 
spent but the activities are also classified in assimilative 
(blogging and writing reports), communicative (twitter and 
comments) and productive activities (programming) [19] 
enabling distinction of active and passive behavior in this case 
too.  

The indicators are presented with numerical data and 
sparklines for every student to provide a quick overview. The 
sparklines can be detailed in a stacked bar chart visualization 
that displays activity over the weeks, grouped by kind of 
activities and participation to promote awareness of what 
students did and how they spent their time. 

TrAVIS [20] collects data about communication activities 
in distance learning environments to promote self-monitoring. 
It distinguishes four levels of interaction (aggregation, 
discussion, cooperation and collaboration) that correspond to 
four levels of indicators: 

 aggregation level: connection frequency, threads 
started, messages posted, messages replied, and 
messages quoted. These indicators are commonly 
used to describe the activities of each individual 
student; 

 discussion level: browsing, forums, posting, 
reading and chatting activities. These indicators 
are useful to estimate the user interest in the 
discussions or her/his level of community 
interaction;  

 cooperation level: thread started, new messages, 
replied messages, quoted messages, files uploaded, 
files downloaded and participation level. These 
indicators are useful to evaluate the contribution of 
each user to the community.  

 collaboration level: even these indicators are 
constructed from the lower levels indicator but in 
this case the focus is moved from the individual 
perspective to the group level perspective. As a 
matter of fact they are collected at group level 
within a defined timespan in order to compare the 
participation rates or the productivity rates of 
different groups. 

The visualization technique at each level is the spider chart: 
a spider chart for each user (at the aggregation, discussion and 
cooperation levels) or for each group (at the collaboration 
level) allows visual comparison among students and among 
groups. 
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B. Visualizing engagement in e-learning enviroments 

In the e-learning field, the increasing interest in the 
engagement dimension has led to the definition of different 
dashboards to monitor and improve student engagement. 

VisEN, for example, is addressed to students to allow the 
exploration of data about engagement in form of visual 
narratives [21] [22]. It presents the student’s engagement in a 
quick gauge chart while further details are provided on 
demand. Students can interact with visualizations to realize 
how engagement score was calculated, based on course 
interaction (page click), study time (reading and reviewing 
durations), submissions and questionnaire scores. They can 
compare their engagement with peers (all class members or 
similar engaging peers) at different levels (global score or 
activity level). 

Even in the emerging field of MOOCs, student engagement 
has acquired a great importance. Coffrin [23] proposes the 
analysis of student’s activities in MOOCs using visualization 
techniques. In this case, the visualizations are used at macro 
level to understand patterns of student engagement. However, 
even if the proposed analysis are not strictly related to our goal, 
they give us some interesting points of view on the topic. The 
analysis starts from two simple histograms of students’ 
participation and assessment performance, broken down by 
week. This first visualization confirms the common pattern of 
high interest at the beginning with increasing attrition rate over 
time, but breaking down the data, a deeper understanding of 
engagement is provided. In particular, students in a MOOC can 
be classified into Auditors, Active and Qualified students 
according to the kind of activities performed (video lectures 
and assessments). This breakdown can be useful in different 
visualization (histogram or state transition diagram) to closely 
analyze the percentage and relative proportion of students and 
to understand the temporal evolution of engagement 
trajectories [24]. 

Apart from individual participation in MOOC, even the 
social interactions have a great influence in particular when 
involving social learning processes [25]. 

Schreurs [26] proposes the application of Social Learning 
Analytics in a MOOC platform. In particular, it focuses on the 
network visualization from discussion forums: every user is a 
node, every reply to a post is a tie, while a simple tag cloud 
allows the filtering of ties and nodes based on the contents. 
Moreover a tooltip will allow the discovery of topic of interest 
and expertise of every user. Then different network 
perspectives can promote reflection on learners’ interaction or 
make visible the contents developed through discussions. 

Another perspective on engagement in web-based learning 
environment is given in [27] where the authors propose the 
visual representation of cognitive and behavioral indicators of 
engagement to support teachers in monitoring learners’ 
engagement. To reflect the multidimensionality of engagement 
the indicators are built from student participation actions 
(behavioral indicators) and from modification actions on the 
learning documents structures (cognitive indicators). The first 

ones are computed from number of actions and duration 
(number of login, number accesses to a learning resource, time 
spent on a resource etc.) while the latter are computed from a 
particular subset of action related to the structural modification 
of learning documents (create, add, update, delete, move and 
insert). 

The proposed visualization is based on the small multiple 
visualization technique for each student’s session: each frame 
represents a simplified mind map at different times (ti) with 
dotted lines for deleted elements and solid lines for existing 
ones. The small multiple representation can be combined with 
a linear representation for each node where the structural 
modifications on the selected node are made visible over time. 
The small multiple visualization might have problems in case 
of growing numbers of nodes or growing number of time 
intervals while the linear representation is easily manageable 
for temporal data even if it does not allow comparisons of data 
about different nodes at the same time. 

 

III. VEEU 2.0 

The main goal of our research is to make students and 
teachers aware of their engagement in a social learning 
environment. As a matter of fact, teachers and students need to 
be aware of what kinds of interactions are occurring in the 
virtual space and how the building up knowledge process 
happens. This is the so called “situational awareness” that, 
according to Few’s principle design [28], is one of the main 
purposes of dashboards. In this perspective, the rapid 
perception of information through the dashboard is 
fundamental to facilitate the decision-making process. 

To achieve these goals, in the following sections are briefly 
presented the social learning environment and the dashboard 
design process, from the data analysis (to define the most 
suitable predictors and indicators), to the selection of the best 
visualization techniques (to depict the relevant data at a 
glance). 

A. Social Learning Environment 

The learning environment, as depicted in Fig. 1, is a 
customized Moodle instance, in order to preserve consistency 
with the learning management system in use in our University. 
To enable Moodle to adopt the social paradigm the SocialWall 
plug-in, (https://moodle.org/plugins/format_socialwall) was 
used. It turns the traditional Moodle course format into a social 
interface. Moreover, a Wiki activity as collaborative 
knowledge repository has been added. In particular, the Wiki 
enables users to co-create a complex web document, even 
without any knowledge about HTML, allowing them to gather 
pieces of knowledge and build a shared repository. 

The SocialWall enables users to post messages, documents, 
links and any other kind of resources already available in 
Moodle. Users can express their like or comment the posts. All 
the social activities will appear on a timeline provided with 
some filtering tools. 
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Figure 1.  The Social Learning Environment 

 

All the interactions occurring in the social learning 
environment are traced and stored in the Moodle database that 
is the data source of our dashboard. The trace-based approache, 
indeed, is one of the best method used in literature to detect  
users engagement, since they gather a lot of information 
without interfering with the learning activities [29] [30]. 

B. Engagement indicators 

Engagement has been deeply studied in technology 
enhanced learning research from a wide range of perspectives: 
it is commonly recognized as a multidimensional and 
multifaceted construct but the definition of engagement is 
context dependent. In the specific context of social learning 
environments the engagement is strictly related to the activities 
performed in the community and to the users’ participation in 
different kinds of activities. 

First of all, it is necessary to classify the level of user’s 
participation in the community, from a lower level, or 
peripheral participation [31], mainly consisting of reading 
resources and limited interactions with other users, to a higher 
level, or more active participation, consisting of activities such 
as writing comments on other users posts, sharing knowledge 
resources enabling a more responsible contribution to the 
knowledge of the community. 

According to this perspective, in our research the 
engagement indicators were defined as follow: 

 Passive interactions 

o Number of likes received by a post or a 
comment 

o Number of wiki pages read 

 Active interactions 

o Number of posts published on the social wall 

o Number of comments shared on the social 
wall 

o Numbers of created wiki pages  

o Number of revised wiki pages  

Furthermore, the next step is to identify the subject of 
interest of the user’s participation. As defined in  [32] the 
indicators of engagement are based on the participation both in 
social life of the community (interaction with other 
participants) and in the knowledge building activities 
(interaction with the knowledge resources). 

According to the course structure we defined the 
engagement indicators as follow: 
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 Social Interactions  

o Number of posts published on the social wall 

o Number of comments shared on the social 
wall 

o Number of likes received on a post or a 
comment 

 Knowledge Interactions 

o Number of wiki pages read 

o Number of created wiki pages  

o Number of revised wiki pages  

All the indicators are calculated from the traces collected in 
the Moodle database: in particular standard Moodle log tables 
has been used for the indicators based on the Wiki while the 
SocialWall log tables have been used for the related indicators. 

The basic indicators are collected at daily intervals and are 
then aggregated weekly or monthly according to the required 
level of analysis. The common aggregation level makes the 
indicators comparable over time and allows the timely 
evolution of engagement to be assessed. Then, as depicted in 
Fig. 1, the calculated indicators are presented through Google 
Chars using the most appropriate visualization as detailed in 
the next section. 

C. Visualization 

Our first goal was to visualize information about the entire 
class in order to understand the behavior and the level of 
participation of each student. Then we use our first pair of 

indicators to display the position of each student on a 
scatterplot. The students’ position in the two-dimensional area 
is defined according to the number of Passive Interactions in a 
week on the x-axis and the number of Active Interactions in a 
week on the y-axis (Fig. 2). This visualization will provide a 
quick overview of the current status of the entire class, thanks 
to the scatterplot ability to display trends and relationship in a 
cloud of points [33]. Furthermore, outlier students will be 
easily identified but, in order to understand the reason of their 
poor participation, a detailed visualization is required. 

To analyze the behavior of single student a visualization of 
engagement trends over time is needed. Thus, the second 
visualization (Fig. 3) depicts the details of a particular student 
in terms of trends and distribution. It is based on a linear 
visualization, a time series: two lines (one for each indicator) 
will display the trends of the engagement indicators over time 
for Passive and Active Interactions. In this case the indicators 
can be collected using daily, weekly or monthly intervals 
according to the required level of analysis.  

Furthermore a pie chart will display the distribution of 
interaction in a selected time interval, between passive and 
active interactions, but also among the different components of 
each indicator (Number of likes received, Number of wiki 
pages read vs Number of posts published, Number of 
comments shared, Numbers of created wiki pages and Numbers 
of revised wiki pages). 

After the analysis of the level of participation, the attention 
was focused on the kind of engagement. As a matter of fact, the 
more passive or active attitude of a student is not enough to 
evaluate the students’ engagement.   

 

 

Figure 2.  First visualization:  

Scatterplot of Passive vs Active Interactions 
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Figure 3.  Second Visualization:  

Trends and distribution of Passive vs Active Interactions for a single student 

 

The third visualization (Fig. 4) is a scatterplot that, in this 
case, displays the students’ position according to the number of 
Social Interactions in a week on the x-axis and Knowledge 
Interactions in a week on the y-axis. This kind of visualization 
will provide a quick overview about the subject of interests of 
student’s engagement allowing the identification of purely 
socializer users or users actually involved in both Social and 
Knowledge Interactions. 

A detailed visualization of a particular student will be 
useful in this case too. The fourth visualization (Fig. 5) presents 
the details of a particular student in term of trends and 
distribution with a time line and a pie chart built with this new 
pair of indicators.  

 

Figure 4.  Third visualization: 

 Scatterplot of Social vs Knowledge Interactions 
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Figure 5.  Fouth Visualization:  
Trends and distribution of Social vs Knowledge Interactions for a single student 

 

IV. CONCLUSION AND FUTURE WORKS 

Our research aims to address the needs of information about 
the learning effectiveness in social learning environment, using 
engagement measures.  

To this end, activity monitoring tools have become vital in 
distance education, thanks to the increasing availability of data 
collected by tracking the online activities. Information 
Visualization techniques, taking advantage of visual perception 
skills, are powerful tools to present a large amount of data by 
transforming traces in information. An accurate dashboard 
design is essential to provide students and teachers with a 
decision support tool that (1) promotes the awareness of what is 
happening in the learning process, (2) encourages personal 
reflection and achieving goals. 

Data and reports usually provided by learning management 
systems are usually limited to measurement of activities and 
performances but there is a growing need to monitor less 
tangible aspects such as engagement in the social learning 
contexts. This is the main aim of the proposed dashboards, 
which is still under development. The approach adopted is an 
iterative process, which involves both researchers and social 
learning environment users. Researchers in the first design 
phase have involved teachers in order to define the most 
relevant indicators and to define the most appropriate 
visualization for the dashboards. The student were engaged in 
the pilot study, which involved two classes of undergraduate 
students from the Computer Lab courses held by the 
Department of Education, Psychology and Communication of 

the University of Bari Aldo Moro. Students are currently 
working in the social learning environment and the results of 
the beta test phase of the dashboard will be soon available. First 
results seem promising but further field test are required for 
both to measure the long-term effectiveness of dashboards in 
the learning process and to improve dashboard functionalities. 

Future developments are under investigation. In particular, 
we are interested in monitoring the evolution of engagement 
indicators over time both for each single student and for the 
whole class. Static or dynamic time mapping approaches will 
be evaluated. Static visualization, such as small multiples, is 
more effective for analysis, whereas dynamic visualization, 
such as animation, was found to be more effective for 
presentation [34]. As stated by Chevalier [35], animations are 
commonly used (1) to replay history of events that occurred in 
a dynamic system allowing users to go back in time, and (2) to 
make activities and change visible at the same time, while 
keeping the user engaged thanks to the ability to attract user’s 
attention, However, animation is not immune to fault such as 
higher cognitive load or perceptual effects of change blindness 
[36]. In order to overcome this drawbacks interactivity may be 
the key to overcome the difficulties of perception and 
comprehension [37] allowing users to explore time dimension, 
if needed, without distracting them from focusing on a single 
moment in time. 

Furthermore, other indicators will be required to provide 
users with further insight of what is happening in the social 
learning environment. In particular, Social Network Analysis 
measures and social network visualization will allow us to 
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make explicit the relationships between users; Discourse and 
Content Analysis will allow us to explicit the topic of interest 
[38]. Even in this case interactive visualization will be useful to 
analyze and present the available data: for instance a tag-cloud 
visualization of topics will allow users to refine engagements 
indicator based on a most relevant or on a specific topic. 
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Abstract The paper presents an overview of possible 

application fields of big data to the Technology-Enhanced 

Learning (TEL), with the many different facets this could 

imply. Many are the benefits for e-learning when 

approaching the collection of data, especially when e-

learning is delivered in a life-long learning perspective. All 

these benefits could impact the future of eLearning, by 

revolutionizing the way we analyze and assess the 

eLearning experience. On one side, we present our 

experience in enriching the persistence layer of an LMS 

with a deeper log system on users’ actions, in the 

perspective of collecting volumes of data compatible with 

big data tools and technologies, while highlighting some 

related issues. On the other hand we will deal with the first 

applications of cognitive systems that are responsible for 

catalysing the big data in analytics aimed at e-learning 

activities. 

 
Keywords: e-learning, big data, LMS architecture, 

cognitive systems  

I. INTRODUCTION 

Today, big data is one of the buzzwords that IT 
researchers and specialists use everywhere. So we have 
seen various "waves" of attention and "hype" on 
technologies and solutions related to Technology 
Enhanced Learning, but many of these hypes have 
revealed to be simply another buzzword and have not 
been consolidated. Today’s buzzword that has been 
sweeping the world for a few years but has only just 
started appearing more commonly in eLearning is Big 
Data [10].  

The term “Big data” refers to the huge amount of data 
coming from many different data sources, that become 
too large, complex and dynamic for any conventional 
data tools to capture, store, manage and analyse. Big data 
approaches and technologies interest many different 
application fields, and we will find “big data ….” in front 
of any data analytics tool. Most of the problems were 
related with data warehouses, technologies aimed at 
supporting decisions based on reconciliation of the 
different databases of the organization. 

The research activities in big data are aimed to find 
faster and more scalable solutions to store and process all 
data collected, instead of using traditional data 
warehousing approaches that are expensive, hard to 
design and to implement. Big Data therefore introduced 
two issues: how to address the problem of storing such a 

large amount of data, and how analytics tools could be 
created for the problem of analysing these huge datasets.  

The paper will present the experience of the authors 
in designing and implementing a mechanism that will 
generate flushes of data from the persistence of the 
virtual learning platform created for managing tens of 
thousands users in our region, both from Academy and 
Industry. After the design of the solution, we have 
implemented a traditional internal method for managing 
the first data source for big data, i.e., dedicated logs of 
the platform. With a potential of more than 70.000 users, 
the volume at the moment are still in the range of the high 
level of database application, with approximately ten of 
thousand users using every day the platform for their e-
learning tasks.  

The tasks are recorded both for educational and 
security reasons, being the logging tasks involved in the 
recording of mouse clicking and in SCORM(Shareable 
Content Object Reference Model)-based material 
logging. Being SCORM logging not enough for some 
educational paths, according to the known limitations of 
SCORM standard, we decided to implement a meta-
SCORM service, where more SCORM packages could 
be used in an educational path. In this scenario, we have 
logs of the platform for clicks and users’ actions, logs 
from the SCORM player, and logs from the educational 
path services.  

In general, there are several elements of data 
gathering and manipulation inside e-learning platforms 
[11] that could  push this application field towards tools 
and techniques typical of Big Data:  

• Traditional Weblogs, being the application a 

web-based software;  

• internal logs of usage of the platform, the so-

called “digital breadcrumbs”, that track the 

learner’s journey throughout the entire learning 

experience; 

• Mobile logs, where data about mobile learning 

actions are collected; 

• Service logs, users’ actions on the different 

elements of the platform like documents, 

forums, blogs, FAQ etc.; 

• logs from the SCORM player, normally an 

external entity respect to the core services of 
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the platform, with the records of the SCORM 

objects’ execution; 

• Tin-CAN API calls, in case the platform is 

connected or acting as a Learning Record Store 

(LRS). 

Recently, a further set of new ideas in e-learning 
could increase the need of a structural change of 
Learning Management System (LMS) architecture 
towards approaches and technologies connected with big 
data:  

• Massive Open Online courses (MOOCs), by 

definition a generator of high volumes of data 

 

• Life-long learning, an old buzzword of e-

learning that is still valid and interesting and,  

most of all, is another generator of big data, 

specifically along time; 

 

• Serious games that will use materials inside the 

platform, thus generating a relevant dataset 

related with users’ performances;  

 

• Big Data will change the way we approach e-

Learning design by enabling developers to 

personalize courses to fit their learners’ 

individual needs [14]. 
 

The paper will present an overview of problems and 
opportunities related with the introduction of a big data 
approach to e-learning, both in the software architecture 
of the platforms and in the approach of e-learning 
stakeholders to this discipline. The paper is divided as 
follows: section 2 will present the potential application 
fields of big data technologies and approaches in e-
learning. Section 3 will illustrate one specific example of 
big data in e-learning, i.e., the change in the persistence 
layer of a software platform for e-learning, while section 
4 will present the use of big data technologies, 
specifically IBM “ask Watson” solution to e-learning 
settings.  

II. BIG DATA AND E-LEARNING: THE POTENTIAL 

APPLICATION FIELDS 

There are a number of reasons why big data may, 
very well, revolutionize the eLearning industry. First and 
foremost, it will allow eLearning Professionals to 
customize the eLearning experience  to provide learners 
with more effective, engaging, and informative 
eLearning courses and modules. Big data also has the 
potential to impact the future of eLearning by:  

a) Offering invaluable feedback. 

 
While online surveys and discussions may offer 

feedback regarding the effectiveness of eLearning 
courses and modules, big data gives to eLearning 
professionals the chance to receive invaluable feedback 
that can be used to pinpoint where the learner, and the 
eLearning course itself, may need to be improved. For 
instance, if a learner is able to look at an analysis of 
where he/she fell short while taking the eLearning 

course, he/she can then figure out how to correct the issue 
moving forward. At the same time, if the online 
facilitator observes that the majority of the learners 
struggle with a particular module or assignment, he/she 
can make proper adjustments to improve learners’ 
performance.  

b) Allowing eLearning professionals to design 

more personalized eLearning courses. 

 
If eLearning professionals are given the opportunity 

to know how their learners are acquiring information and 
what works best for them, in terms of content and 
delivery, then this will result in more personalized and 
engaging eLearning courses. As such, modules can be 
custom tailored to meet the individual needs of the 
learner, which will offer a high quality and meaningful 
learning experience.  

c) Targeting effective eLearning strategies and 

eLearning goals. 
 

Big data in eLearning gives us an inside look at which 
eLearning strategies are working and which ones aren't 
necessarily helpful in terms of eLearning goal 
achievement. For example, you can determine which 
eLearning courses are contributing to skill development 
and which eLearning modules or elements may be 
irrelevant. As such, you can then devote resources to the 
aspects that are working, so that the learners can receive 
the preparation they need to fulfill their career goals.  

d) Tracking learner patterns. 
 

With big data, eLearning professionals gain the rare 
ability to track a learner throughout the entire process, 
from start to finish. In other words, you can see how well 
they performed on a test, or how quickly they finished a 
challenging eLearning module. This helps you to 
pinpoint patterns that will not only enable you to learn 
more about the learning behaviors of the individual 
learner, but your learners’ group as a whole.  

e) Expanding our understanding of the eLearning 

process. 
 

As eLearning professionals, it's essential that we 
learn as much as possible about how learners acquire and 
digest knowledge. Big data gives us the chance to gain 
an in depth understanding of the eLearning process and 
how the learners are responding to the eLearning courses 
we are delivering to them. We can even figure out which 
time of day they learn most effectively or which delivery 
methods allow them to retain information most 
efficiently.  

This information can then be used to take our 
eLearning strategies to the next level. To make a long 
story short, embracing Big Data reshapes eLearning and 
it’s a win-win situation for both the eLearning 
professionals and the learners.  
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III. ONE TESTBED FOR BIG DATA GENERATION: THE 

“ONLINE COMMUNITIES” PLATFORM 

The source of inspiration for big data analysis in e-
learning is a virtual communities management platform 
entirely and autonomously created by our research team, 
starting since 1998. The approach used in most of the 
communities managed by the platform regards what is 
called "blended" approach, i.e. an e-learning mixed 
between frontal and online education training, 
asynchronous and synchronous, with online tutoring and 
frontal work sessions, all supported by our "Online  
Communities" system, of which, around the end of the 
90s, the Faculty of Economics of the University of 
Trento has decided to adopt, followed by other public 
and private institutions.  

Currently, “Online Communities” (OC from now on) 
is mainly used outside the university campus, serving 
approximately 50.000 users from different public and 
private customers against approximately 15.000 students 
in our University [16].  

OC is a dynamic web application, based on the 
metaphor of the virtual learning community, which 
ensures the cooperative organization of work in groups 
of users called “Community”. A virtual community is 
defined as a space of communication shared by a group 
of people, not only related to educational aspects. Every 
community has at least one coordinator and participants 
that are not anonymous. It is natural to imagine a virtual 
community as an aggregation of individuals made 
possible thanks to computers; an extension in the virtual 
learning environments is the class in which the courses 
take place.  

The system is designed from the ground up within the 
Laboratory of Maieutic working group - Department of 
Industrial Engineering of the University of Trento, and is 
able to support the needs of a broad group of users 
(teacher, student, tutor, lecturer, external consultants, 
supervisor, dean, counsellor, secretary, board member 
etc.), customizable within the context in which the 
system is used (for example in a business organization 
we will have different roles respect to the university, as 
president, secretary, director, administrative, board of 
director etc.).  

The participants in the system are not anonymous, 
and have a number of roles; each role brings with it 
specific rights and duties. Therefore, the enrolled users 
participate in a series of communities, fulfilling different 
roles in each of them. The communities are also 
characterized by a series of events that correspond to the 
active involvement of members in different moments. 
OC was released outside of test environments in 1998 as 
a working prototype, then reached through different 
evolution steps its maturity in early 2005, but counting 
on a long experimentation on a limited number of courses 
started at the end of 1998.  

Since September 2005, the system is in operation at 
the University of Trento, involving tens of thousands of 
users, and has become an everyday tool for the teaching 
of many teachers. It represents the technology 
infrastructure used officially by some faculties of the 
university of Trento for testing and supporting new forms 
of teaching based on the techniques and the methods of 

e-learning. In 2007, the Autonomous Province of Trento 
decided to adopt it as its platform to deliver e-learning 
for its approx. 20.000 users. Then the Chamber of 
Commerce of Trento and the Chamber of Commerce of 
Bolzano adopted the platform and extended it to the 
affiliated enterprises, where we have just for the Province 
of Trento approx. 55.000 enterprises with the respective 
users.  

The platform enables the members of any community 
to collaborate using multiple computer services (blog, 
wiki, chat, video conferencing, forums, file sharing, 
diaries , diaries, etc.). These services are used in areas 
collaboratively, both in the training, given the apparent 
closeness between the two environments. It 'also clear 
that, talking about continuing education and lifelong 
learning, the boundary between training and 
collaboration is increasingly being blurred when dealing 
with adults involved in the workplace. The logic of a 
virtual community platform considers any combination 
of people, brought together in a virtual place (hence 
"virtual community") for various purposes.  

From our analysis, at the moment the interaction of 
users generate 2GB of data per month only for the users’ 
actions log, just for 2.000 users/day. It’s clear that the 
overall picture could become much more compelling for 
any software platform where the collection of data could 
stimulate and support DSS from the top management of 
the institution, or where hundreds of thousands 
participants follow intensive MOOCs.  

Most of this data are coming from the first data 
source we used in our experimentation due to its affinity 
with big data data sources, the aforementioned 
“Actions”. It collects all data coming from users’ 
interactions with any OC object or service. It is a sort of 
“sensor” introduced inside the source code of the 
platform in any place is needed the software to capture 
an “action” from the user interface. This is of course a 
relevant enrichment of the logs recorded by the web 
application server, and has been used for many different 
purposes.  

Due to volume issues, the system at the moment is 
blocked on collecting only some types of events, to a 
certain granularity defined by the system administrator. 
This choice has not been a design choice, but a 
performance-related one. From the early 
experimentations, it was clear that the amount of data 
could have compromised the capacity of the DBMS to 
stand data acquisition pace and volumes: a typical 
“Velocity” and “Volume” big data problem.  

Tasks are recorded both for educational and security 
reasons, being the logging tasks involved in the recording 
of mouse clicks and SCORM-based material actions. 
Being SCORM logging not enough for some educational 
paths, according to the known limitations of SCORM 
standard, we decided to implement a meta-SCORM 
service, where more SCORM packages could be used in 
an educational path, mixing them with other services 
provided by the platform (like Wikis, FAQs, forums etc.) 
in a unique view called “educational path”. In this 
scenario, we have logs of the platform for clicks and 
users’ actions, logs from the SCORM player, and logs 
from the educational path service.  
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From the potential amount of data generated by these 
actions, we started to imagine our big data approach to 
the platform.  

 

Figure 1.  data structures for big data analysis in “Online 

Communities” 

 

IV. BIG DATA AS SUPPORT TO LEARNING 

MANAGEMEMENT AND LEARNING PROCESS 

One of the domains in which you can take on the 
challenge of big data and the cloud is the management of 
learning processes as well as the customization of the 
learning management. The customization of learning 
processes can be accomplished employing the cognitive 
system as the IBM Watson [2] according to a paradigm 
known as to ask Watson, with which you establish a 
triage Watson-student-teacher that will be explained in 
detail in the following paragraphs.  

Thanks to the use of cognitive computing, classes 
become more intelligent, not only for the content they 
make available to the students but for the possibility of 
using student’s data to figure out how to grow the class. 
The observation period may be as long as much as they 
are in the school and beyond[3].  

These systems can also help teachers deal with the 
problems of the students such as school dropout, credits 
recovery etc., thus allowing a process that aim at learning 
customization. The paradigm is innovative and is based 
on the fact that the teacher asks the cognitive system to 
"talk" with the student in order to understand which are 
the strengths and weaknesses to be reported to the teacher 
who then will decide which course materials should be 
delivered to overcome the identified learning problem. 
This feature is known as Ask to Watson and represents 
the aforementioned triage student-Watson-teacher 
which represents the true individual learning 
customization.  

As an example, you can ask Watson to discover the 
learning mode of the student (kinaesthetic, visual, 
auditory) in order to deliver the appropriate training 
material. Or you can ask Watson "to prepare a small 
subclass for the Olympics of mathematics or computer 
science” and then provide the material and proper 
training to achieve particular objectives challengers. But 

the most important thing is the interaction with Watson 
that occurs in spoken language.  

To date, Watson interacts in English, Japanese, 
Spanish and Portuguese, it learns from the students using 
the features outlined in the previous paragraph. In 
addition, the teaching material is densely developed with 
HTML tags and hypertext, so that you do not need to do 
complex searches and the concepts are often proposed 
using games and flowing into the domain appropriate to 
young adults.  

There are many existing projects in this area around 
the world. Georgia's Gwinnet County public schools, is 
the 14th most populous district of the USA and is one of 
the first college that has pioneered the use of Watson. 
Watson has the task of “identifying similarities in how 
students learn and predicting performance and learning 
needs”, while “specific content and teaching techniques 
can be aligned to each of the district's 170,000 students 
to Ensure the best learning experience”. In particular, the 
paradigm is quite complex and is constituted by recursive 
cycles that consist of the following 6 steps:  

i) Watson identifies weaknesses and strengths of 

every students; 

ii) Watson recommends behaviour and contents 

for students aligned to their skills and learning 

styles; 

iii) Teacher selects appropriate learning path and 

Creates a progression plan for student; 

iv) Students consume the recommended content 

from the material plan; 

v) Teachers monitor the progress of the students 

and adjust the plan; 

vi) Teachers use Watson to identify student skills 

attainment aligned to the standards defined. 

 
More specifically, it is interesting to find out how 

they interact between Watson, the student and the teacher 
through the services it offers. The interaction occurs in 
spoken language and consists of three cognitive services: 
I) Ask, II) discover, III) decide delivered in sequence. In 
the first the student asks Watson to guide him, in the 
second Watson teaches the student how to derive the 
answers from the questions asked, in the third the teacher 
sees the results and delegates Watson for the adaptation 
of the training course. This mode of assistance is very 
promising and is bearing much fruit.  

Other challenges have been launched in this field 
especially in the analysis of data and analytics [1][6][7]. 
For example, Wichita State University uses advanced 
analytics to predict potential students chances of success: 
15% boost in registration. Hamilton County, Tennessee's 
Department of Education uses predictive analytics to 
improve student achievement causing the Following 
results: 8% increase in the graduation rate to 80% and 
25% reduction in the annual drop rate. Seton Hall has 
used integrated marketing optimization solutions 
analysing social media to understand how students move 
through the recruitment process: 13% enrolled increase.  

The novelty of this approach lies in the use of natural 
language (English, Spanish, Portuguese and Japanese) 
that allows Watson to discover the student's difficulties 
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and to report them to the teacher who chooses which 
educational materials to provide, and so on until you 
reach the training course objectives that have been 
established for that student. Training materials can be 
chosen on the basis of intellectual channels of young 
people and can be provided on the basis of the receptive 
attitudes of the students (auditory, visual or kinaesthetic). 

At this stage, the interaction through natural language 
helps a lot especially if you are using two essential 
functions of cognitive system that are called speech to 
text and text to speech (see fig.2). The first transforms 
written text into speech, the second performs the inverse 
function. Based on these features, for example 
Sundararajan and Nitta [12], designed and realized a 
tutoring system for K12 students, intensively using 
interactivity, automatic generation of questions, and 
learning analytics. It is worth noting that these features, 
as all the others, are available through Platform-as-a-
Service (PaaS) bluemix IBM and the access for 
Universities is a free of use under the IBM academic 
initiative agreement for six months.  

Watson Ecosystem is one of the largest research 
organizations in the world, only in the IBM business 
intelligence industry spends 6 Billion of dollars for years 
since 5 years. Watson is accessible through a cloud open 
platform called Bluemix (see fig.2), has spread to 35 
countries, with 18,000 programmers who work there and 
500 people making their business all over the world. 
Watson currently has more than 30 services, 15 
underlying platform technologies, and thanks to bluemix, 
enables the output of its API to anyone who requests it.  

 

 

Figure 2.  Watson and their services (boiler plate) inside Bluemix 

Paas 

The big data analytics is the key of managing the 
learning processes [13][14].  This allows us to 
understand and observe the students careers during their 
training to provide them with assistance and suggestions 
about the composition of university curricula, 
management training curricular and extracurricular, 
insights and the advice to acquire specific skills. New 
generations of (special) applications that precisely 
interact with a cognitive system (and therefore are named 

cognos) are starting to appear. An interesting experience 
of using cognitive computing in educational settings is 
the Watson Student Showcase [8] organized by IEEE 
jointly with IBM. Students were challenged in a 
competition where they had to develop cognitive apps, 
using the cognitive computing services included in 
Bluemix.  

The cognitive computing and the internet of things 
(IOT) will be the real innovation of the future. This will 
have the disruptive implications in the way of teaching 
[9]. If you only think about how our laboratories will be 
managed and maintained, with everything on cloud and 
with students interacting with equipment and robots that 
will in turn interact with other things using simple 
interfaces and often through the voice. all this can be 
achieved by developing a new generation of cognitive 
app that uses the voice and therefore might call cognitive 
app (Cognos).  

Cognos learn and communicate with other machines 
making it easy to manage the interaction between man 
and machine and from machine to machine. Consider the 
impact of all this on our teaching laboratories: electrical 
and electronic measurements, computer science, robotics 
etc. Labs may be automated, students will be able to use 
them at anytime from anywhere, without limitation of 
time. An approach of this type will revolutionize 
education, teaching and the contents. Of course cognitive 
computing as Watson and other can make this already 
possible [7].  

Another interesting side is the bureaucratic 
management of teachers and students. For the 
management of students, the observation is not only 
limited to the period of University residence, but can be 
extended before (in high school) and after (in 
employment) in order to have a traceability of the careers 
of the skills and knowledge acquired. All this is achieved 
through the management of big data and through the 
management of platforms dedicated to this type of 
objective. Again cognitive systems [5] well compete 
through the analytics. Even the management of teachers 
is interesting through analytics, and more generally, 
many problems can be managed through analytics 
foreshadowing a smarter Universities [4].  

The analytics can also be extended to networks of 
people who share a common goal. The nose of 
knowledge helped a lot in building a network of expertise 
and knowledge [7]. But this knowledge is often limited 
to students in a class network. This causes the potential 
of the group remain limited. If we were interested to 
boost the potential of this network group should be 
extended to accommodate the students’ knowledge and 
skills from other classes, other universities 
geographically located distant from us. Precisely in this 
regard you may develop a nose of knowledge cognos app 
that extends the capabilities of another app developed to 
the Ohio state university.  

In fact The Ohio State University created a web 
application for the Watson University Competition 
called the "YouDoU" [15] project that helps Ohio State 
students find activities based on their personal 
preferences using Watson technology. An extension of 
personal preferences are also represented by the skills 
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and knowledge acquired during their university studies 
that everyone wants to pool in a workgroup. This 
extension can be managed by nose of knowledge cognos 
app. Many analytics can be used. Analytics can be used 
to measure the reputation that each student acquires in 
each group, by virtue of the activity that takes place 
during the collaboration. This way we can dynamically 
reconfigure the network by combining the elements that 
achieve the highest score, excluding those that bear a 
lesser reputation of a certain threshold, etc.  

Finally analytics can also be applied on Italian 
University’s admission tests to identify the University 
course credits that each student must mature and then 
follow him in his career and give him a concrete and 
effective customized training support.  

V. CONCLUSIONS 

In this paper we presented some application scenarios 
of big data on e-learning. More generally, the authors 
think that the ability to think, learn and understand the 
world around them will be essential to compete in the 
near future both for universities and companies . All this 
will be possible by the use of big data. We are surrounded 
by big data, and it is natural to use them to do business 
through analytics. In Universities, it is natural to use big 
data to manage learning processes in an intelligent way 
and to help individual students to improve their skills. 

From the perspective of companies, we are facing a 
very strong disruptive technology that will transform 
everything, i.e., cognitive computing. Technologies 
related with analytics, cloud , mobility, security are very 
important, but one question arise to which we have to 
find an answer: when will all companies be digitized 
enough to compete in the market and win the 
competition?  

The point is that the process of digitization in a 
company is not among its primary goal, but constitutes 
the premises for further digital revolution: the cognitive 
IOT. The two drivers of this new technology will be 
invisible and cognitive data. Eighty percent of data is 
invisible and is not understandable, “obscure” so to say, 
because it has not a structure but is also stored 
somewhere. This includes video, music, news articles, 
research reports, social media posts, enterprise data 
system etc. The second driver is even stronger and is 
represented by cognitive that no longer requires 
programming.  

Cognitive systems in fact require the use of spoken 
language and there are currently many existing 
applications, although at an experimental level, on sails, 
supply chain, research, child (with dyno cognos), 
bluematch (putting together positions, persons and  
curricula of each one in order to reach specific project 
objectives), education , cooking recipes, medicine, 
meteorology, etc.). The difference between the cognitive 
and the current systems is that systems understand, 
reason and learn. It 'a revolution in technology, business 
and teaching.  

The revolution in teaching will be even stronger 
because it will change the paradigm, the educational 
materials and the laboratories, and this in turn will imply 
the change in the role of the teacher, that will have a co-

coach role assisted by cognitive systems. The support to 
this new paradigm of teaching and learning will cause a 
circular mechanism, where more and more data will be 
needed. So the sooner the e-learning world will realize 
and implement big data inside their technologies and 
processes, the better for the whole e-learning movement.  
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Supporting Mobile Development Project-Based learning by Software
Project and Product Measures

Rita Francese1, Carmine Gravino1, Michele Risi1, Giuseppe Scanniello2 and Genoveffa Tortora1

Abstract— Project-based learning is a kind of learning ac-
tivity which has great educative effect, but which presents
also several issues. In particular, if we consider an university
course that requires the design and the implementation of a
software project, may be difficult to estimate the number of
hours that a team of students has to take to accomplish that
project. There is the risk to underestimate the project (too
difficult) or to overestimate it (too easy) with respect to the
other projects of the same course and the amount of foreseen
work hours. In this paper, we present the experience we gained
in the adoption of Software Project and Product Measures
for addressing the project size of projects performed during a
Mobile Application Development course for Computer Science
students at the University of Salerno. The course foresaw
a project work conducted by students organized in teams.
The goal of the project work was to design and develop an
Android-based application with back-end for smart devices.
Software estimation project measures are applied to some
metrics extracted in the requirement analysis phase to get an
estimation of the effort in terms of man/hours and consequently
to adjust the project size by adding/reducing requirements. The
metrics extracted from the projects of academic year 2013/14
have been used in the successive year for estimating the project
effort and intervene on the project size variables.

I. INTRODUCTION

Software development projects may often be late and
overrun time and cost [1]. These can have a dramatic impact
in case of Project-Based-Learning (PBL) activities, where it
may occur that a student project is late or requires much more
work with respect to the estimation. Effort understimation
may produce the failure of the project and the team members
risk to not pass the exam, while effort overstimation may
produce a project not corresponding to the teacher expec-
tations. The final evaluation can be excessive if the teacher
does not correctly evaluate the project size, or students can
have poor results, while they could have produced more with
appropriate requirements.

Software estimation problems have been largely investi-
gated in the literature. In particular, in [2] the problem of pre-
dicting software project and product measures in the domain
of Android development has been addressed considering as
sample mobile applications produced by students during a
mobile application development course.

In this paper, we try to reduce the gap between the amount
of hours required to develop a project and the real project
effort in the domain of PBL for Android app development.
We decided to try to estimate in the earlier phases of
the projects the required effort and to resize the project

1University of Salerno, Italy {francese, gravino, mrisi,
tortora}@unisa.it

2University of Basilicata {giuseppe.scanniello}@unibas.it

requirements according to this suggestion. In particular, we
exploited the results we got in [2], where we demonstrated
that requirement analysis measures can effectively employed
to estimate software project and product measures of a
mobile app and estimations can be done early in the software
development process. The metrics extracted from the projects
of academic year 2013/14 have been used in the successive
year to intervene on the requirements to adjust the project
size.

The paper is structured as follows: in Section II we discuss
the background concerning PBL and Software Estimation;
Section III describes the learning experience related to the
considered Mobile Application Development course; Section
IV summarizes the effort estimation model we adopted and
Section V describes how it is used to estimate student efforts
and the results from its application. Finally, Section VI
concludes the paper.

II. BACKGROUND

Project-Based Learning (PBL) is a learning approach that
structures learning around projects [3]. It involves both con-
structivisme [4], a learning theory in which learners actively
construct their knowledge, and team-based learning [5], in
which the learning activity is conducted by a team of people
which collaborate to pursuit a common objective.

In particular, Vigotsky [6] puts in evidence the relevance
of the social context and the interaction among pairs to
learn when problems have to be solved. This overcomes
the idea of learning activity where students passively absorb
knowledge from their instructor. When student are motivated
to cooperate they can be successful team member in real
industry environments [7]. However, team work is not only
work together, it requires the team members to plan their
projects activities, to monitor the project progress, and to
disciplinarly manage their work [8].

PBL let students cooperate to solve together problems
typical of the job world. The involvement of students is in
general higher than traditional classroom activities.

The adoption of PBL in Computer Science courses is
growing [9], [10], [11], [12], [13] because it enables the
students to acquire soft skills such as to be able to work
in group as a team, to respect deadline, to take ones own
responsibility, to be able to communicate. All these skills
are considered very relevant for organizations. PBL pro-
motes principles, methods and procedures similar to the ones
adopted for developing real software products [14]. During
the various project phases documentation is produced, fol-
lowing specific standards. This implies that students do not
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have to perform only coding activity, but also to acquire
analysis and writing skills [10].

In [15] we described the learning experience related to
the Mobile Application Development course, summarized
in Section III. During this experience we collected several
product and process metrics useful to assess the project
and process quality. From this experience we gained the
conviction that there was the need of following a project
management approach which takes into account effort es-
timation for assigning correctly dimensioned projects to
students’ teams.

In the literature, estimation approaches have been clas-
sified in different way, see for example [16]. Generally,
they belong to one of this types: (i) expert estimation, as
software experts provides an estimate on the base of his
experience; (ii) formal estimation model, a mathematical
model is created on the base of historical data to quantify the
effort; and (iii) a combination of the other two approaches.
The estimation produces software measures which can be
exploited for project management purpose.

Research studies put in evidence that the best approach
does not exist, but the goodness of the results often depend
on the context and the application domain [17], [18]. Also
the development technology may influence the estimation
accuracy [19].

Software estimation effort has been adopted in [20] for
adjusting the size of database-oriented student projects,
which followed a traditional waterfall development model.
The prediction approach exploited a modified function point
counting tables and use cases.

In this paper we apply the effort estimation model for
mobile application development presented in [2], which is
based on the metrics extracted from the projects of academic
year 2013/14. This model has been conceived using the
dataset of the experience presented in [15] and is detailed
and discussed in Section IV.

III. THE LEARNING EXPERIENCE

The Mobile Application Development (MAD) course is
given at the University of Salerno since the academic year
2011/12. The course focus on the design and development
of Android mobile applications. The course lasts 48 hours,
divided in 24h lectures and 24h laboratory. It is estimated
that for each hour of lab students have to perform at home
two hours of study to implement their project.

In this paper we refer to two successive edition of the
course: the first occurring in the spring of 2014 (described
in [15]), and the second in the spring of 2015. The data got
from the first edition have been used to develop an effort
prediction model for the development of mobile applications,
while in the second one we used the model to address the
work of the student trying to get a balanced project work.

When the course begins, the project work is accurately
motivated by each team by providing a Project Proposal
document. The teacher evaluates this document, in which
the objective of the project, the analysis of existing similar
application, and a preliminary description of functional and

non-functional requirements were provided. In particular, the
teacher imposed the following non-functional requirements:
the operating system is Android, the app had to interact with
a remote server, communicating data through JSON; native
device functionalities have to be exploited, including maps,
GPS, sensors, phone call and SMS. Also the device rotation
has to be managed and the app has to use SQLite to store data
on the device. Games were admitted if they exposed back-
end functionalities, such as account management, multiuser
support, bonus management, and the upgrade of the app.

The team composition was freely chosen by students. We
did not decide to assign randomly team members because the
students had previous experience of project work in several
courses and, at the last term, they know which were the
classmates more appropriate for them. The students were
asked to use GitHub1 for the management activities. The
lecturer created a GitHub account for each team of students.
The templates of documents to be released at the end of the
various development activities were made available in the
GitHub repository of each team.

We established a schedule for each team of students. They
were informed about deadlines and deliverables. The first
deliverable was the project proposal, while the second the
Requirement Analysis Document (RAD). Successively, the
participants had to deliver the different releases of their
mobile app and the final version of this app. To write the
RAD, participants were asked to follow the template by
Bruegge and Dutoit [21]. A RAD is used to document
requirements elicitation and analysis. As for requirements
elicitation, the software engineer specifies functional and
non-functional requirements. Functional requirements are
expressed as free-form text (a summary of functionality to
be implemented) and then in terms of use cases narratives
and use case diagrams. As for requirements analysis, the
software engineer specifies object and dynamic models of
the software. Each identified object of the problem domain
is textually described, while relationships among objects are
illustrated with class diagrams. Attributes and operations
of problem domain objects are detailed only if needed.
The behavior of these objects is documented in terms of
sequence diagrams and state machine diagrams. These kinds
of diagrams are exploited to specify complex behaviors of
either use case or single objects, respectively.

We asked the students to follow an incremental prototyp-
ing development approach. The students were also asked
to show app prototypes to the MAD lecturer before the
conclusion of their project. At the end of the course a
competition named App Challenge was conducted to whom
participated members of International IT industries. This
produced a good competition spirit among participants. The
IT managers judged the final products of good quality and
very near to real apps available on the market.

More detail on the teaching experience of the first edition
are described in [15].

1https://github.com

42



TABLE I
VARIABLES DENOTING INFORMATION FROM RADS

Measure Description
FR Number of functional requirements
Act Number of use case actors
UC Number of use cases
Cla Number of classes
SD Number of sequence diagrams

TABLE II
VARIABLES DENOTING INFORMATION FROM SOURCE CODE OBTAINED

BY THE UNDERSTAND TOOL

Measure Description
McB McCabe Cyclomatic complexity
Classes Number of classes
Files Number of files
Methods Number of methods, including inherited ones
NL Number of all lines
LOC Number of lines containing source code
CLOC Number of lines containing comment
STM Number of statements
DIT Depth of inheritance

IV. THE ESTIMATION MODEL

The estimation model has been created by analyzing the
projects of the academic year 2013/14. In particular, we
have considered the projects performed by students during
the MAD course for Computer Science at the University of
Salerno. Participants were originally 57 and were arranged
in 27 teams. Data for 4 teams have been discarded due
to incompleteness issues (e.g., lack of class diagrams or
functional requirements) in the RADs the members of these
teams produced. In the following of this section we describe
how the model was built.

A. Variables

The dependent variable of interest for this discussion is the
Effort, and can be computed as the total effort to develop a
mobile app expressed in terms of person/hour.

In [2] initially were proposed two sets of independent vari-
ables. The first set, reported and described in Table I, collects
variable obtained from the RAD or from the requirements,
while the second set in Table II, collects variables from the
source code gathered by exploiting the Understand2 tool.
These two sets of variables are useful to compare prediction
accuracy of software measures obtained from RADs (RAD
or requirements measures, from here on) against the accuracy
of predictions obtained with measures gathered from source
code (simply SC measures, from here on).

To explain how metrics have been collected, we provide
an example of a project among those considered in our
data analysis, Archeotour. Students of Archeotour team de-
veloped an Android application that provides information
on archaeological sites and suggests tours considering the

2https://scitools.com

user’s position and interests. Weather information is shown
on demand.

The number of functional requirements (FR) of Archeo-
tour is 8. It is obtained by counting requirements listed in the
functional requirement section of the RAD. As an example,
”Select the site on the map and show its description, history
and pictures” is a functional requirement. A functional
requirement can correspond to more than one use cases
(UC). For example, the mentioned functional requirement
is associated to the use cases Show Site and Show Map
in Figure 1 showing one of the use case diagrams of the
project. In this diagram, the number of use cases is 6, while
the number of actors is 2. The number of actors (Act) is
computed by counting the different actors that appear in all
use case diagrams in the RAD. Similarly, the number of
classes (Cla) is computed by counting classes in the class
diagram of the same RAD. For example, the class diagram of
Archeotour shown in Figure 2 is composed of 24 classes. The
number of sequence diagrams (SD) is obtained by counting
how many of this kind of diagrams have been specified in
the RAD.

Some descriptive statistics (i.e., minimum, maximum,
mean, median, and standard deviation values) of the inde-
pendent variables are shown in Table III. For the dependent
variables, descriptive statistics are also reported. We have
also graphically shown the values for our dependent variables
by the boxplots in Figure 3.

B. Estimation technique

The estimation technique adopted in [2] is StepWise
Linear Regression (SWLR) technique [22], which explores
the relationship between a dependent variable and one or
more independent variables, providing a prediction model
described by a linear equation:

y = b1x1 + b2x2 + ...+ bnxn + c

where y is the dependent variable, x1, x2, ..., xn are the
independent variables, bi is the coefficient that represents

Fig. 1. A use case diagram of the Archeotur project.
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Fig. 2. The class diagram of the Archeotur project.

TABLE III
DESCRIPTIVE STATISTICS OF THE DEPENDENT AND INDEPENDENT VARIABLES CONSIDERED FOR THE ANALYSIS

Variable Min Max Mean Median Standard Deviation
FR 4 23 8.48 8 4.29
Act 1 4 1.59 1 0.8
UC 4 26 10.78 8 5.8
Cla 10 57 21.78 19 12.1
SD 3 16 7.07 6 3.025
McB 48 4030 517.52 282 747.91
Classes 12 967 89.22 54 178.62
Files 5 273 34.19 23 50.16
Methods 192 15222 1510.07 943 2795.71
NL 534 42287 5134.56 2740 7854.72
LOC 258 29456 3599.93 2037 5455.17
CLOC 12 3108 393.56 258 591.7
STM 163 21369 2714.44 1464 3969.11
DIT 2 4 2.44 2 0.58
Effort 30 113 58.82 55 21.04

the amount variable y changes when variables xi changes 1
unit, and c is the intercept.

SWLR allows computing an equation in stages in which
the choice of the independent variables is carried out by an
automatic procedure. These variables can be chosen applying
three approaches: forward, backward, or a combination of
both [23]. The forward approach starts with no variables

in the model. It tries out the variables one by one and
includes them in the model if they are statistically signifi-
cantly correlated with the dependent variable. The backward
approach starts with all the variables and test them one
by one. We remove the variables that are not statistically
significant correlated with the dependent variable. We used
here a combination of forward and backward approaches.
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(a) RAD measures.

(b) SC measures.

Fig. 3. The boxplots of (a) RAD measure values, (b) and SC measure values.

At each step, this combined approach includes or removes
variables one by one if they are or not statistically significant
correlated with the dependent variable. We employed SWLR
because this technique allows computing linear regression in
stages and because it is widely used in the context of software
prediction with appreciable results [17], [24], [25], [26].

To evaluate the goodness of fit of a model, we exploited
the square of the linear correlation coefficient (i.e., R2). This
coefficient shows the amount of variance of the dependent
variable explained by the model related to an independent
variable. A good model should be characterized by a high
R2 value. We also considered the F value indicators and the
corresponding p-value (denoted by Sign. F), whose high and
low values, respectively, denote a high degree of confidence
for the prediction.

C. The obtained effort prediction model

Before applying SWLR, we verified the following as-
sumptions: (linearity) the existence of a linear relationship
between independent and dependent variables; (homoscedas-
ticity) the constant variance of error terms for all the values
of independent variables; and (normality) the normal distri-
bution of the error terms. We performed a log transformation

of the input variables because the RAD measures were not
normally distributed according to the results of a Shapiro
test [27]. Furthermore, we performed the analysis of outliers,
exploiting the Cook’s distance and performed a stability
analysis to eliminate influential observations [28].

The results of performed SWLR are summarized in Ta-
ble IV. We can observe that the model built by RAD
measures are characterized by a Sig. F value less than 0.05,
thus the resulted model is significant. However, the obtained
R2 and F values are not so high.

In particular, the results revealed that best effort predictors
include Cla, the number of classes in the RAD, and Act, the

TABLE IV
RESULTS OF SWLR FOR EACH DEPENDENT VARIABLE USING THE RAD

MEASURES

Dependent Independent
R2 F Sign. F

variable variables (p-value)

Effort
Act

0.233 3.65 0.041Cla
Intercept
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TABLE V
EFFORT PREDICTED

ID Number of participants Act Cla Effort Effort for participant
P1 4 2 31 56.53 14.13
P2 4 2 9 43.01 10.75
P3 3 1 7 49.13 16.38
P4 4 1 45 74.13 18.53
P5 4 2 22 52.40 13.10
P6 3 3 23 47.39 15.80

TABLE VI
REAL MEASURES AND EFFORT RESULTS

ID Number of participants Act Cla Effort Effort for participant Real effort for participant
P1 4 2 31 56.53 14.13 11.25
P2 4 2 35 58.06 14.52 24.75
P3 3 1 7 49.13 16.38 13.67
P4 4 1 30 67.77 16.94 17.25
P5 4 2 44 61.080 15.27 15.00
P6 3 3 23 47.39 15.80 16.33

number of use case actors, enabling the instantiation of the
equation as follows:

Ln(Effort) = −0.272 ∗Ln(Act)+ 0.221 ∗Ln(Cla)+ 3.465

The final estimation model, when transformed back to the
raw data scale, gives the following equation:

Effort = Act−0.272 ∗ Cla0.221 ∗ 31.96

A plausible justification for this outcome is that the
number of classes in a RAD represents the basis for the next
phases of the development process. That is, a developer uses
these classes as starting point for implementation. Therefore,
it seems reasonable that Cla provides useful information
for an accurate prediction of the effort to implement apps.
Furthermore, the number of use case actors give an indication
of those interacting with the app, which is a crucial aspect
for this kind of software.

V. MODEL APPLICATION

The successive edition of the MAD course was conducted
with the same approach. Participants were 22. They were
grouped in six teams. The data from the RAD have been
collected as described in Section IV-A. We examined them
and on the basis of the effort prediction measures, we
proposed some little adjustments to the requirements con-
cerning functionalities to be implemented as new classes. The
number of participants for each team is reported in Table V,
together with the number of actors and classes taken from
the RAD and the estimated effort required for the project
and for each participant. Let us assume that students work
consecutively for three hours. This assumption is due to the
fact that students follow also other courses and have only the
afternoon free. Thus, the number of days to dedicate to the
project implementation is 16. From these results it is possible
to see that P1, P3 and P6 effort predictions are near to 16
days and we decided to leave them as they are; P2 and P5

have to be augmented to reach the required effort, while P4
has to be reduced.

The new versions of the RAD of these 4 projects have
been analyzed and the results are in Table VI, together with
the real effort. As it is possible to note, projects P4 and P5
reached a real effort near 16, while P2 dramatically exceed
the estimation. Except P2, the other 5 projects respected the
established time constraints.

VI. CONCLUSION AND DISCUSSION

In this paper we proposed to apply software estimation
methods to the assignment of project works in mobile
app development learning activities, specifically for Android
application using a back-end server. The model has been
created considering the data of the projects of year 2015 and
has been applied to the RAD measures of the projects of year
2016. On the base of these measures, some adjustment of the
project requirements have been done. The final estimation
results on six projects were good for five of them, except for
project P2, which doubled the required time to accomplish
it. To better understand the reason why P2 was out of time
we examined the type of the various applications. While P2
was a game with synchronization features, the others were
dynamic web applications with Android interface and access
to native features, e.g., an app which provides location-
based search on swimming pools and events related to sea
competitions. The servers-side of P2 was more complicated
because of the need of connecting two players together in
a single game session and transfer data messages between
connected players. Thus, the metric values reported in this
paper seems not to be effective for application with synchro-
nization needs, considering the background of the students.

This approach may be useful to a teacher when it conducts
the same type of course over the years. May be that when the
project dataset grows collecting the data from different years
the prevision may become more accurate. These considera-
tions have to be confirmed by further work performed by
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collecting data of the successive MAD courses. In addition,
a much deeper analysis and setting of groups’ composition
should also be part of a larger, extended and deeper exper-
iment which may consider also different variables, such as
the composition of programmers’ teams, gender, previous
background and motivation. These could be other factors
affecting final results which can be examined in future
investigations.
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Abstract—Social robotics is related to the robotic systems and 

human interaction.  Social robots have applications in elderly care, 

health care, home care, customer service and reception in 

industrial settings.  Human-Robot Interaction (HRI) requires 

better understanding of human emotion.  There are few 

multimodal fusion systems that integrate limited amount of facial 

expression, speech and gesture analysis.  In this paper, we describe 

the implementation of a semantic algebra based formal model that 

integrates six basic facial expressions, speech phrases and gesture 

trajectories. The system is capable of real-time interaction. We 

used the decision level fusion approach for integration and the 

prototype system has been implemented using Matlab. 

Keywords- Affective computing, Emotion recognition, Human-

machine interaction, Multimedia, Multimodal, Decision level fusion, 

Social robotics. 

I.  INTRODUCTION 

In the Human Compute Interaction (HCI) researches and 
studies, facial expression, speech and body movements have the 
major roles [8, 18 and 24]. Due to the aging society and 
increasing cost of health care, elderly care and assisted living, 
there has been significant interest in the development of social 
robotic systems that can interact with humans through the use of 
sensors.  The social-robotic system can be humanoid, computers 
or intelligent machines as in Internet of Things who will interact 
with humans in the daily life. Interacting with humans requires 
understanding emotions [6] and emotions are based on a 
person’s state of mind and partially regulated by personality, 
context and conditioning. Emotion is a language for 
communicating by feelings and it includes approval and 
disapproval to robotic systems. Interactive emotions [8, 16, and 
18] are a subclass of human emotion analysis that humans use to 
interact with each other in close proximity. There are many 
interactive emotions that a person can express to machine during 
interaction, such as happiness, anger, embarrassment, surprise, 
rage, disappointment, confusion, elation, depression, approval 
and disapproval.   Interactive emotions are expressed using a 

combination of verbal and nonverbal modes such as facial 
expressions [7, 10,], speech [17] including silence, gesture 
including body-posture and body-motion. Single mode may not 
give the emotion completely, or may be unavailable during 
emotive interaction.  For example, the face may be occluded by 
the hands during sadness when a person is in deep pain or is 
crying.  A person in shock or deep pain may not utter a single 
word. In the early stages of social robotics, most of the human-
computer interaction in the service industry will involve brief 
commands or query by the human, and the robots will play a 
subordinate role rather than as companion role.  Most of the 
emotion recognition will be limited to the integration of:  

1) Facial expressions, 

2) The limited amount of speech commands and emotional 

phrases to provide as an approval, disapproval, 

encouragement of a robot response or action, and 
3) Gesture analysis of the upper body part involving head, 

hand, fingers, eyes, and lips. 

The speech commands may be restricted to commands like 
“yes”, “no”, “don’t like”, “very good”, “I am happy” etc.  Some 
of these commands may have limited speech attributes such 
loudness showing disapproval or anger. Speech analysis can be 
done by a combination of text-to-speech conversion to 
understand the emotional phrases, and fast Fourier transform can 
be used to derive the variation of speech features such as energy, 
amplitude envelope, pitch during emotional variation. Real-time 
facial expression analysis in a video analysis where emotions 
and emotion transition can be studied by frame-to-frame 
analysis of facial expressions.  Gesture analysis is done by 
analyzing video analysis and depth analysis as in Kinect based 
systems. 

Currently, computational systems are limited to analyzing a 
single mode of emotion expression such as facial expression, 
speech, and (to some limited extent) multimodal analysis [22]. 

  DOI reference number: 10.18293/DMS2016-030
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The current integration of multimodal analysis systems of 
interactive emotions, lack:  
1)  A formal model to combine multiple modes such as facial 

expressions, speech analysis and gestures,  

2)  Complete catalog of upper body gestures, and  

3) Capability of real-time analysis of facial-expressions and 
gestures.   

In biometric systems, multimodal systems have some 
advantages which make the system accuracy and performance 
higher. Here we are using this model to achieve better results 
[23]. This research effort is in the direction of real-time 
integration of multimodal analysis system to derive emotion 
during HRI.  A fusion module combines the weighted scores 
derived from each mode to derive the best emotion.  The major 
contribution, here are: 

1) Implementation of a real-time facial expression system 
based upon integration of geometric features, facial action 
units and facial symmetry [27],  

2) Gesture recognition systems using fuzzy values, 

3) Emotional Phrase lookup module, 

4) Weighted score based Integration of a multimodal system 
based upon an abstract model of multimodal emotion 
analysis. 

The rest of the paper is organized as follows. Section 2 describes 
background. Section 3 describes the overall architecture.  
Section 4 explains the speech recognition system and facial 
expression analysis will be explained in the section 5.  Section 6 
demonstrates the gesture modeling.  Section 6 illustrates the 
implementation and performance results.  Section 7 
demonstrates the related works and the last section concludes the 
work, and describes the future directions. 

II. BACKGROUND 

This section describes the background material related to facial 

expression, speech analysis and gesture recognition and describe 

basic mathematical concepts needed for abstract modeling of the 

emotions. 

A. Components of Emotion Recognition 

   There are three popular psychological theories of emotions: 
James-Lange theory [19], Cannon-bard theory [20] and 
Schater-singer theory [21].  James-Lange theory states that the 
mental state in response to the reactions which caused by 
external stimuli is emotion. Cannon-Bard theory is based upon 
anticipation rather than as a reaction to specific action.  
Schachter-Singer theory states that encountering an emotion 
requires both an interpretation of the bodily response as well as 
specific circumstance at a specific moment.  

Also, there are three major classes of emotions:  

1) Basic emotions, 

2) Emotions that having same basic class, but having different 
intensity, 

3) Mixed emotions that are a combination of one or more basic 
and/or mixed emotions.   

Although, there are some disagreements among researchers, and 
a popular computational theory of Ekman [22] identifies six 
basic emotions: happiness, sadness, surprise, disgust, anger and 
fear.  An example set of emotions having same basic class, but 
different intensities is {relaxed, happy, delighted, and euphoric}.  
Another set is {upset, anger, rage} etc.  An example of mixed 
emotion is {amazed} that is a combination of {surprise and 
happiness} or {envy} which is the combination of {sadness and 
anger} or {despair} which is the combination of {fear and 
sadness}. In general, Facial Expressions have been done using 
these types of systems:  

1) Facial Action Coding System (FACS) based on the 

simulation of facial muscle movement, 

2) Geometric Features Modeling (GFM) based upon the 

movement of major feature-points of the face such as 

dynamic change in location endpoints and curvature of the 

mouth, eye, lips, forehead furrows and space between 

eyebrows. 
The unit of FACS is an Action Unit (AU) that involves a 
segment of a muscle in facial expression.  There are 17 major 
AUs involved in basic facial expressions. Examples of AUs 
involved in facial expressions are: inner brow raiser, outer brow 
raiser, brow lowered and drawn together, upper eye-lid raised, 
cheek raised, upper lip raised, lip corners pulled down, etc. The 
major geometric feature points, involved in facial expression 
analysis are given in Figure 1 which these features-points 
include: 

1) 3 eyebrow points in each of the eyebrows:  
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2) 2 endpoints of eyes in each of the eyes: 
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3) Middle points eye-lid in each of the eyes:  
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4) 2 endpoints of nose: 
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5) 2 endpoints of mouth:  
L

m  and R
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6) 2 middle points of the mouth based on top and bottom lips: 
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m and B
m  

7) Chin-point denoted as: 

ch . 

The points shaded in dark black-
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e ,
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not move, and act as reference-points.  Remaining spotted-points 
move with emotions, and their displacement is used to derive the 
facial expression. 

 

Figure 1.  Major feature-points on the face 
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   Emotional speech has multiple features such as phonemes, 
emotional phrases, amplitude, syllable envelope, pitch, rhythm, 
quantile and silence.  Phonemes are the basic units of speech.  
During emotional interaction, pitch, amplitude, syllable 
envelope, duration of silence and utterances change 
significantly, act as parameters for the recognition of interactive 
emotions. Gesture is a nonverbal communication using 
perceptible bodily actions such as body-postures and body-part 
movements, including movements of the head, torso, hands, face 
and eyes.  Different components of the emotions are measured 
using different sensors.  Facial-Expression uses image analysis 
techniques to identify the movement of facial feature points, 
speech analysis uses wavelet analysis, FFT analysis, 
morphology analysis, text-to-speech conversion for phoneme 
detection and dictionary lookup to identify phrases. Gesture 
recognition requires image analysis to derive postures and video-
frame analysis to derive motion of various body parts such as 
head, arm, eyes, hand, palm, fingers.  The posture and motion 
are modeled as fuzzy values to reduce the computational space. 
The motion of the body parts can also be derived using skeletal 
and depth analysis used in Kinect. 

B. Mathematical concepts 

The Fuzzy values map a large value-space to a smaller finite 
space.  The major advantages of the use of fuzzy values are:  

1) Reduction of the computational complexity  

2) Nearness to human perception and  

3) Tolerance from the sensor noise.   

 
We use two types of fuzzy sets:  

1) Discrete fuzzy set, and  

2) Ordered fuzzy sets.   

 
   A discrete fuzzy set has values that have no relationship that 
shows transitivity.  For example, a head posture can be {rotated-
left, rotated-right, normal, tilted-left, tilted-right, looking-down, 
looking-up}.  An ordered fuzzy set shows transitive relationship 
between the values, and is used to model motion intensity in 
gesture analysis for better classification of emotion.  For 
example, the speed of a head-motion can be modeled as {still, 
slow, normal, fast, very fast}.  The values in the fuzzy set can be 
mapped onto the ordinals 0… 4:  

Still �0, Slow�1, Normal�2, Fast�3 and Very Fast� 4   (1)  

The use of this mapping allows the use of comparison operators 
on ordered fuzzy sets. Cartesian product of the N sets returns a 
set of N-tuples such ith-field of an element is a member of the ith 
set as shown: 

{1 1. . . ( , . . . , ) | 1 , . . . , }n n i iX X x x x X i n× × = ∈ ∀ =
       (2) 

Two domains can be joined using:   

1) Product-domain that uses the Cartesian product A B× , or  

2) A sum - domain that uses disjoint-union A B+ , or  

3) Function Domain mapping on lifted domains f: A⊥ B.  
Where ⊥ is the bottom symbol used to catch all ill-defined 
mappings. 

III. OVERALL ARCHITECTURE 

Overall architecture (see Figure 2) has six major modules:  

Unit 1 - Facial Expressions Subunit (FE)  
The subunit takes a video-clip that is a sequence of frames, 

and extends the integration of FACS + geometric feature 
analysis technique for real-time basic face-expression 
recognition to derive the ranked subset of facial expressions for 
each frame in the video-clip.  The analysis of a frame may result 
in more than one facial expression due to the:   

1) Partial or full occlusion of the face due to gesture or head 

rotation, 

2) Transition of emotions, 

3) Inherent accuracies in the facial expression technique, 

4) A variation of the facial expression due to the situation, 

personality or culture,  

5) Low emotional intensity. 
The outcome of this facial-expression analysis gives a 

sequence of subsets of derived possible emotions with the 
matching score of the form:  

<FE1,…, FEj, FEj+1,…, FEN>                                             (3) 

   Where N is the number of frames in the clip, FEi is a subset of 
rank facial expressions of the form  

{(e1, s1)… (em, sk)} For k ≥ 1, ei ∈ Σ, si > threshold and si > s(i + 1)                (4) 

  Which e and s are the emotion and its corresponding score 
respectively. 

Unit 2 Gesture Fuzzy Parameterization Module (GFP) 

The model measures different postures and motion intensity 
and frequency of different emotional gesture patterns. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Overall architecture of multimodal fusion 
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The different postures are: body-posture, head-posture,   
shoulder-posture, hand-postures, palm-posture, finger-postures 
and eye-gaze and the various-motions are: head-motion, arm-
motions, eye-motions, finger-motions.  The details of the fuzzy 
parameterization and emotional head-motion gesture is given in 
Section 5. 

Unit 3 - Emotional Phrases Module 

   Emotional phrase modules use a hash function to generate the 
index, and stores multiple emotions with a fuzzy intensity value.  
Once a phrase is recorded, then text-to-speech converter is used 
to derive the text. Individual words are looked up in the user-
specified dictionary to remove the noise in text-to-speech 
conversion.  The speech analysis system is used to derive the 
relative energy level.  The energy level is parameterized to a 
fuzzy value, and the hash function is used in the derived text to 
identify the index of the speech.  Using this index, the 
corresponding set of emotions that closely matches the intensity 
levels are derived. 

Unit 4- FE (Emotion Module) 

   Many adjacent frames will have the same subset of facial 
expressions until the facial expression changes.  We call this 
frame as the emotion transition point.  Thus: 

<FE1, …, FEj, FEj+1, …, FEN> � <(E1, d1), (E2, d2)…, (EM, dM)>         (5)  

Where EI (1 < I < M) is a subset of Σ, and dI is of the form start-
frame: end-frame. The term dI  is used:  

1) To reconcile the emotion in the fusion-module, and  

2) To derive the duration of emotion to match with the 

duration of emotion derived from gesture analysis and 

emotional phrase analysis. 

Unit 5-  GFP (Emotion Module)  

   This module takes the fuzzy parameterized values of different 
body parts and their motion, concatenates them into a long 
string, and creates a string, and performs a similarity-based 
search in K-dimensional space where K is the number of fuzzy-
valued component to identify a possible set of emotions.  The 
attributes of fuzzy-vector representation of head-motion 
trajectory is hashed to derive the possible set of emotions based 
upon gesture.  The duration of the body-motion is noted like unit 
4, and its output is also on the form:  

<(E1, d1), (E2, d2)…, (EM, dM)>                                                                              (6) 

Where EI (1 < I < M) is a subset of Σ, and dI is of the form start-
frame: end-frame.  

Unit 6 - Weighted Fusion of Emotion Module  

The role of the weighted fusion module is to:  

1) Fuse the information of the ranked emotions from the three 

modules to reduce ambiguity and improve ranking scores,  

2) Derive the duration of emotion.   

The input of the FE (emotion module (unit 4), and GP (emotion 
module (unit 5) and unit 3 are a sequence of set of rank emotion 
with the duration.  Under the assumption, that emotions are 
expressed involuntarily in the facial expressions first, the start 
frame of the facial expression should occur before followed by 

the emotions derived from other two modules.  To handle the 
issues that emotions may not be expressed by one or more 
modules, the weight is dependent upon:  

1) Availability of the emotions from the specific mode, 

2) The noise level.   

For example, initial weight is w1, w2 and w3 for the fusion of the 
corresponding modes, the weights wk (1 ≤ i ≤ 3) is altered by: 

 (
3

1

i

i

i

w
=

=

∑ /
3

, 1

i

i

i j i

w
=

≠ =

∑ )                                                                                    (7) 

Since one of the modes is missing.  The fusion is performed by:  

1) Multiplying the ranked score of each emotion by the 

corresponding weight, 

2) Adding the scores of the same derived emotions from 

different weights, and  

3) Sorting the emotions by the descending order of the scores, 

and picking up the emotion with the highest score.   

If the top two scores are very close, then it can be a case of 
emotional transition or mixed emotion. 

IV. FACIAL EXPRESSION ANALYSIS 

We extend the integration of FACS system interaction and 
geometric feature analysis [8] to make the facial expression 
analysis by using facial symmetry and invariance under head-
motion.  There are 13 moving-points (11 active points and 2 
passive points) and 6 references-points.  FACS system analysis 
has been used to derive the features-points that are significant 
during the expression of a specific facial expression. For 
example, for a surprise the all eyebrow points are uniformly 
raised; for happiness mouth corners are stretched, the eye-lid 
point gets lowered; for anger distance between eyebrows 
becomes smaller, inner eyebrow points get lowered.  These 
FAUs have been translated to the corresponding feature-point 
movements as given in Table 1.  We denote vertical-up motion 
by ↑, vertical-down motion by ↓,  horizontally stretched 
outwards by '⟷', horizontally compressed inwards by '↢', 
oblique-stretched downwards by '↘', oblique-stretched upwards 
by '↗'. If the emotion is symmetric, then the subscripts L and R 
have been omitted.  If the movement is optional or shows higher 
intensity increase then it has been placed within the square 
brackets. Conjunction has been shown using concatenation.  
Essential feature-point have been within parenthesis () separated 
by ','.  At least one of the essential feature point motion has to be 
present for the emotion to occur.  Scores are associated with the 
presence of each feature-point motion. 

TABLE1. Feature Point displacements 

Facial Expressions Major Feature-points displacements 

Anger (e1↢ el↑) + [e2↑] +  [mT↑ mB↑] 

Disgusted (mT↑ch↑)  + [{mL, mR}↓] + [mB↑] 

Fear (e1↑, m
L↓ mR↓) + [mT↓] + [e1↢] 

Happiness (mL
↗mR

↗, MT↑mB↓ ch↓mL
⟷mR

⟷) 

Sadness (el↓ mL
⟷mR

⟷) + [ch↓] 

Surprised (e1↑e2↑e3↑el↑ch↓) + [mT↑mB↓] 

51



For each feature point, we measure the displacement distance 
and the direction of the displacement.  Thus the derivable facial 
expressions are mapped to a vector of (displacement-distance 
ratio, direction).   

Direction is a discrete-fuzzy set with six possible values: 

1) Vertical-up,  
2) Vertical-down,  
3) Horizontal-compressed-inwards,  
4) Horizontal-stretched-outwards,  
5) Oblique-stretched-upwards, and  
6) Oblique-stretched-downwards.   

Facial expressions can be occluded due to:  

1) Gestures such as hand covering face in case of sadness,  

2) Lighting conditions, and  

3) Head rotation or tilt.   

   In order to complete the information, we use the facial 
symmetry around nose to fill in the information about those 
facial expressions that show symmetry such as happiness, anger, 
surprise, sadness and fear.  Disgust may shows asymmetric 
features. In order to variation of the displacement projection due 
to head motion, we use the distance-ratio (point-displacement 
from the relaxed state / distance between reference-points) 
which go with similar transformation.   

For example, to keep the horizontal displacement we use 

distance between the two outer-eye corners: 
2

L
e  and 

2

R
e  in the 

denominator of the ratio; and for the two noses displacement. 

We use the distance between the two noses-points and B
n .   

There are two types of motion-points:  

A. Points that move in only in vertical up-down direction, 

such as: 

1

L
e ,

2

L
e  ,

1

R
e ,

2

R
e   and 

B. Points that move in all four directions: vertical up-down 

and horizontal inside-outside motion such as: 

L
el , R

el , L
m , R

m , T
m , B

m , ch  

   For the points that show motion in vertical up-down direction 
have only one entry in the facial-expression ratio vector, and 
points that show motion in up-down and stretch-compression 
mode have two entries in the vector.  Based upon the emotion, 
some of the entries may not change during that emotion.   

For example, in surprise, only, R
el ,

2

L
e ,

3

Le ,
2

R
e ,

3

R
e , T

m , B
m and

ch  change. This characteristic of facial-expression ratio-vector 

provides invariance against head-motion as well as specific 
characterization of facial-expressions. 

V. SPEECH ANALYSIS 

   Embedding the component of emotion processing into 

existing speech systems makes them more natural and effective. 

Several approaches to recognize emotions from speech have 

been reported. In a conversation, non-verbal communication 

carries an important information like the intention of the 

speaker. In addition to the message conveyed through text, the 

manner in which the words are spoken, conveys essential non-

linguistic information. The same textual message would be 

conveyed with different semantics by incorporating appropriate 

emotions. Spoken text may have several interpretations, 

depending on how it is said. For example, the word ‘OKAY’ in 

English, is used to express respect, disbelief, agreement, and 

disinterest. Therefore, understanding the text alone is not 

sufficient to interpret the semantics of a spoken utterance. 

However, it is important that, speech systems should be able to 

process the non-linguistic information such as emotions, along 

with the message. Choosing suitable features for developing 

any of the speech systems is a crucial decision.  

We have three important speech features, namely:  

1) Excitation source,  

2) Vocal tract system, and  

3) Prosodic features. 

VI. GESTURE ANALYSIS 

 Gesture parameterization has two modules:  

a) Deriving the posture of upper-body parts and their motions, 

b) Mapping fuzzy to actual values to reduce the search space.   

   These fuzzy values are concatenated so that all the values 

from discrete sets are concatenated together, and all the values 

from the ordered sets are grouped together.  This separation is 

necessary because mismatch in discrete sets leads to failure, 

while mismatch in ordered sets is permissible.  Abstract 

modeling of emotion requires functional mapping of Cartesian 

product of different components to derivable emotions.  Since 

all the component tuples may not map to valid emotional 

elements in the emotional domain, we make the emotion 

domain a lifted domain by introducing a bottom symbol ⊥ in 

the set of well-defined emotions.  The lifted domain allows for 

catching the error conditions when  the tuple of fuzzy 

component values do not map to any specific emotion.  

Fuzzy values are calculated using statistically derived 

thresholds. There are two types of sets:  

1) Discrete sets where the values are not ordered and ordered 

sets,  

2) Ordered sets are used in modeling the extent of posture 

variation and intensity of the motions of various gestures.   

The parameters of the motion are:  

a) Start-position,  

b) End-position, 

c) Frequency,  

d) Speed,  

e) Attack,  

f) Relaxation.     

   The attack is the rate of change of speed until the motion 

attains the peak speed, relaxation is the rate of reduction of 

speed to the speed reduces from the peak speed to no motion. 

The mapping of the components is described by equation (7). 

Posture1 × … × PostureM × Motion1 × … × MotionM � set of possible emotions         (7) 
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VII. IMPLEMENTATION AND PERFORMANCE RESULTS 

   The implementation can be divided into 3 major steps as 

follows: 

 

A. Implementing Facial Expression Sequence Analysis  

   We extract the main parts of the face such as eyes, eyebrow, 

nose and mouth, then find the key points in each segment as 

shown in the figure 1 then we extract the feature vectors from 

extracted key points and train the networks. 

 

B. Implementing Head Gesture Analysis  

   Human head movement is very important in general 

conversation and communication. Despite the influential role of 

the head gestures, very little research has examined the 

gesture’s role in the robot-human interaction process. In 

software module, the pose of the human head is estimated with 

a constraint that the human head is a 3 DOF rigid object which 

has yaw, pitch and roll movements. We have used geometric 

head pose estimation algorithm which estimates the head pose 

through a standard webcam of the computer. The details of this 

algorithm can be found in [12].  

 

C. Implementing Emotional Phrase Matching 

   A cepstrum is obtained by computing the Fourier Transform 

of the logarithm of the spectrum of a signal. There are different 

kinds of cepstrum such as complex cepstrum, real cepstrum, 

phase cepstrum and power cepstrum. The power cepstrum is 

used in speech synthesis applications and here we use it.  The 

approach based on decision-level fusion obtained. The 

performance of the classifier was 94.6%, both for the best 

probability and for the majority vote plus best probability 

approaches.  

 
Figure 3.The decision level fusion 

Table 2 shows the performance of the system with decision 

level integration using the best probability approach. Anger has 

the emotion recognized with highest accuracy. 

TABLE 2. Decision level integration with the best probability approach 

Anger Happy Sad Surprise Disgust Fear  

98.3 0 0 0 4.3 0 Anger 

0 95.4 0 7.2 0 0 Happy 

3.1 0 92.1 0 2.7 2.2 Sad 

9.3 10.4 0 87.5 2.3 5.8 Surprise 

7.2 0 4.1 3.3 90.2 4.2 Disgust 

0 0 0 12.2 11.1 83.3 Fear 

VIII. RELATED WORKS 

    There are many related works in the facial expression 

analysis [1, 10, 25 and 26], gesture analysis [2, 4, 12, and 18] 

emotion recognition in speech [9] and multimodal fusion [3, 4].  

Castellano et al. [7] extended their work to multimodal 

framework integrating face-expression, body-gestures, and 

speech. A Bayesian classifier was used for feature level fusion 

and decision level fusion.  A comparison between unimodal, 

bimodal, and multimodal classification showed that multimodal 

classification is better.    There is an additional need to identify 

features that are relevant to the dynamics of expressive 

emotions, however, their study is limited to identifying eight 

emotions [7]. We have been influenced by the research to derive 

from the research to analyze facial expressions based upon 

action units and map action units based movement to geometric 

feature-point movements [8].  The use of geometric feature-

points and fusion allows for better accuracy in our research.  In 

addition, we use abstract model for gesture analysis.  Our 

geometric point movement based upon study of facial action 

units is generally enough to analyze finer classification of 

emotions and mixed emotions. Many interesting works about 

audio-visual fusion/mapping has been proposed for multimodal 

information processing. For instance, speech based facial 

animation [13], and audio-visual based emotion recognition 

[14]. There is also some work for head motions [15] and body 

gestures [16], however, most of them just focused on the gesture 

recognition. 

IX. CONCLUSION AND FUTURE WORKS 

   In this paper, we have described a detailed methodology and 

an initial prototype implementation of real-time multimodal 

fusion to derive interactive emotion for interaction with social-

robots and intelligent machines with limited emotional phrase 

based interaction.  The proposed integrated system has many 

novelties such as: an abstract model of fusion based upon a 

semantic algebra that the maps Cartesian product of different 

components to derivable emotions, the use of invariant 

displacement of geometric feature-points to identify facial-

expressions, and Gestures based upon head-trajectory and fuzzy 

values of other upper body parts to reduce the search space.  

Currently, the gesture based system is limited to, image analysis 

of feature-points in the head and hand to derive posture.  We are 

looking into Kinect based analysis to integrate skeleton based 

body posture, motion and depth analysis [15] for better 

accuracy. 
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Abstract—Traffic microscopic traffic simulation models have 
become extensively used in both transportation operations and 
management analyses, which are very useful in reflecting the 
dynamic nature of transportation system in a stochastic manner. 
As far as the microscopic traffic flow simulation users are 
concerned, the one of the major concerns would be the 
appropriate calibration of the simulation models. In this paper a 
parameter calibration method of microscopic traffic flow 
simulation models based on orthogonal genetic algorithm is 
presented. In order to improve the capacity of locating a possible 
solution in solution space, the proposed method incorporates the 
orthogonal experimental design method into the genetic 
algorithm. The proposed method is applied to an arterial section 
of Ronghua Road in Beijing. Through comparing with the 
parameter calibration method based on genetic algorithm, the 
advantage of the proposed method is shown. 

Keywords-Microscopic traffic flow simulation model; 
Parameter calibration; Orthogonal genetic algorithm; VISSIM  

I.  INTRODUCTION  

Traffic simulation has become an important and popular 
tool in modeling transport system, with the progress of 
simulation technologies [1]. Traffic simulation models could be 
divided into three categories, including microscopic, 
macroscopic, mesoscopic simulation models. Microscopic 
simulation models simulate traffic at a level of individual 
vehicles [2]. Car-following and lane-changing models are the 
two fundamental components in microscopic simulation 
models. Macroscopic simulation models simulate 
transportation network section-by-section rather than tracking 
individual vehicles. Mesoscopic traffic simulation models 
combine the properties of the microscopic and macroscopic 

simulation models.  For the traffic simulation models, the 
simulation results depend on the initial choice of the model [3] 
and the success of the calibration process [4].  

The calibration of traffic microscopic simulation models is 
defined as the process of finding optimal parameters to match 
the field data so model will accurately represent field measure 
or observed traffic condition [5]. The optimization task 
involves comparing and minimization differences of selected 
indicators, e.g., travel time and queuing length [4], delays [6], 
travel time distribution [7], saturation flow rates [8] and 
emission [9], between the calibration model and the ones 
counted and measured in local traffic network.  

Calibrating traffic model of bigger special and time scopes 
of a traffic network needs deal with a larger number of input 
parameters and calculating processes. In order to decrease time 
consumption, artificial intelligent techniques are applied into 
the calibration of traffic microscopic simulation model. Genetic 
algorithm (GA) has become the most common used calibration 
algorithm for input parameters of the simulations [5, 10-13], 
since Cheu et al., firstly used GA calibrating FRESIM model 
[14]. Other intelligent algorithms are also used in the 
calibration of traffic simulation, e.g., perturbation stochastic 
approximation (SPSA) scheme [15], particle swarm 
optimization (PSO) [16], and neural network approach [4]. 
These methods automate the calibration process to a certain 
degree and it was generally reported that they improve 
simulation performance over the default model parameter 
values. 

Microscopic simulation is a complex system that all 
parameters work together to influence its modeling results. In 
calibrating such a complex model, users could get trapped in 
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the local optima of the objective function, due to the high 
dimension and numerous local optima. This paper focuses on 
the above question of GA when calibrating the driving 
behavior model parameters in VISSIM.  

The exposition of this paper is as follows: the next section 
implements the orthogonal genetic algorithm (OGA). Some 
studies have found that applying an experimental design 
method (orthogonal design) into GA may overcome the 
limitation mentioned above [17-18]. The third section gives the 
procedure of calibrating the microscopic traffic flow simulation 
model based on OGA. The fourth section applies OGA 
calibration method to the calibration of a signal intersection in 
Beijing, and comparing with the GA and orthogonal design 
method respectively. The final section summarizes the paper. 

II. CALIBRATION METHOD BASED ON OGA 

The proposed calibration method employs an orthogonal 
genetic algorithm. This section contains a brief overview of the 
VISSIM calibration parameters set, and the fundamentals of the 
OGA, including the structure of chromosome, fitness function 
and orthogonal crossover decoding. 

A. Selection of Parameters 
In this paper, a microscopic traffic flow simulation, 

VISSIM, is selected as the basic platform for the parameter 
calibration. VISSIM models the psychophysical driver 
behavior and attempts to capture both the physical and the 
human components of traffic [19]. Parameters of two driving 
behavior models are in considered in this paper: the car-
following model and the lane-changing model. After parameter 
sensitivity analysis, i.e., one-way Analysis of Variance 
(ANOVA)[20], four parameters are selected as the calibration 
parameters. Table 1 lists the calibration parameter set, 
including default value, the minimum and maximum value. 

TABLE 1 CALIBRATION PARAMETER SET 

Parameters (xj) Unit 
Default  
Value 

Min  
（uj） 

Max 
（vj） 

x1 Average standstill 
distance 

m 
2 0.5 3 

x2  Additive part of desired 
safety distance 

NA 
2 0.5 3 

x3 Multiple part of desired 
safety distance  

NA 
3 1 6 

x4  Maximum deceleration m/s2 4 2 6 

 

B. The Structure of Chromosomes 
Supposing Pi (xi1, …, xiN) is the ith chromosome, xij is the 

jth parameter value in the ith chromosome. ∀ i=1,2, …, M, 
j=1, 2,…, N=4. M is the total number of chromosomes and N 
is the number of parameters to be calibrated. [l, u]= [(l1, …, lN), 
(u1, …, uN)] defines the feasible solution space and the 
corresponding domain of xj is [lj, uj] (e.g., the domain of x1 is 
[0.5, 3] as listed in Table 1). In this paper, parameters to be 
calibrated are coded into chromosomes, which quantized by 
orthogonal design. We quantize the domain [lj, uj] of xj into Q 
levels, where the design parameter Q is odd.  

Algorithm 1 shows the procedure of constructing 
chromosome. Firstly, we calculate M, where M= QJ，J is the 

smallest positive integer fulfilling
log( ( 1) 1)

log

N Q
J

Q
− +

≥ . 

Secondly, we construct the orthogonal array ( )N
ML Q  

corresponding to the chromosome. Each element aij of the 
orthogonal array ( )N

ML Q  represents the levels numbers in 

orthogonal design, aij∈{0,1,...,Q-1} , ∀ i=1,2, …, M, j=1, 2,…, 
N. Finally, the corresponding parameter value ijx  of aij in 

feasible solution pace [lj, uj] is calculated by the equation as 
shown in follows: 

 
1

j j
ij j ij

u l
x l a

Q
−

= + ×
−

， 0 1ija Q∀ ≤ ≤ −  （1） 

Algorithm 1: Constructing chromosomes 
 
Step 1. Calculating the number of chromosome, M=QJ. J is 

the smallest positive integer fulfilling 
log( ( 1) 1)

log

N Q
J

Q
− +

≥ . 

Step 2. Construct the orthogonal array ( )N
ML Q  

(1) Construct the basic columns： 
      for k=1 to J do 

            
1 1

1
1

kQj
Q

− −
= +

−
 

           for i=1 to JQ do 

               
1

1
ij J

ia
Q −

 −
=  

 
 mod Q 

           end for 
      end for 
(2) Construct the non-basic columns: 

for k=2 to J do 
1 1

1
1

kQj
Q

− −
= +

−
 

for s=1 to j-1 do 
for t=1 to Q-1 do 

( 1)( 1) ( )j s q t s ja a t a+ − − + = × + mod Q 

end for 
end for 

     end for 
                 (3) Selecting the first N columns to construct the 

chromosome encoding array ( )N
ML Q  

Step 3. Calculate ijx  to construct chromosome using (1). 

 

C. Fitness Function 
The fitness function is a combination of the root mean 

absolute square error (RMASE) of travel time (TT) and 
maximum queue length (MQL) and between the VISSIM 
output and field data. The fitness function takes the form of 
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1 2

1

· (1 )totalF
E Eξ ξ

=
+ −

 (2) 

 
2

1 s o
nt nt

n o
t nt

d d
E

T d
 −

=  
 

∑  ∀  1, 2n = , 1,2, ,t T= …  (3) 

where 
E1 = the RMASE of TT 
E2 = the RMASE of MQL 
T= the number of detector station; 

s
ntd = the simulation model output of tth sensor 
o
ntd = the field data of tth sensor station. 

D. Adaptive orthogonal crossover operator 
For each pair of parents (denoted by P1(x11, x12, x13, x14) and 

P2(x21, x22, x23, x24)), performing the adaptive orthogonal 
crossover operation with the probability of crossover pc. 
Adaptive orthogonal crossover algorithm is shown in 
Algorithm 2. 0σ  is the similarity threshold of each dimension 

between two parents .  
 
Algorithm 2: Constructing chromosomes 

 
Step 1. Calculating the number of similar dimension using 

1, 2, 0(| | )j jb Num x x σ= − >  

Step 2. Constructing orthogonal array ( )b
EL F = [ ]ts E ba × , 

with b factors and F levels, using Algorithm 1.  
Step 3. Generating E chromosomes as the potential 

offspring, ,1 ,2 ,3 ,4( , , , )t t t t tP x x x x′ ′ ′ ′ ′ , ∀  t=1,2,…,E. 

for t=1 to E do 
s=1 
for j =1 to 4 do 

if 1 2 0| |j jx x σ− ≤  

1 2

2
j j

tj

x x
x

+
′ =  

else if 1 2 0| |j jx x σ− >  

1 2 1 2
1 2

max( , ) min( , )
min( , )

1
i i i i

tj i i ts
x x x x

x x x a
F

−′ = +
−

 

s= s+1 
end if 

end for 
end for 

Step 4. Calculating the fitness values corresponding to 
each potential offspring and selecting the chromosome 
corresponding to the max fitness value as the offspring of two 
parents P1 and P2. 

In this paper， 0σ =0.005 and F=2. 

Start

Creating initial 
population 

Evaluating of fitness 
function

Is Stopping 
criteria met?

Adaptive crossover 
operation  

Mutation operation 

Generating offspring

Output final result

Stop

Y

N

 
Figure 1 Calibration procedure 

 

III. CALIBRATION PROCEDURE 

 
We develop the parameter calibration program using VB 

language. The details of overall algorithm are as follows (see 
Fig. 1). 

Step 1：Initialization 
Executing Algorithm 1 to generate M potential parents 

(e.g., levels Q = 9 and M = QJ = 92 = 81). The microscopic 
simulation traffic simulation model VISSIM is run with the M 
parameter group as the input file successively. Then M fitness 
values corresponding to the potential parents are calculated. 
Sort the potential parents in a descending sort order, according 
the fitness values. Select the first I := 50 parents as the 
potential initial population P0. In order to keep the individual 
distributing uniformly, we select D := 10 chromosomes 
randomly from the D potential initial population as the initial 
population, denoted by Pgen=1. 

Step 2：Adaptive crossover operation 
For an arbitrary pair of parents, adaptive crossover 

operation is performed with the probability of crossover Pc 
(e.g., Pc =0.75) using algorithm in Algorithm 2 and generate 
offspring population Cgen. 

Step 3：Mutation operation 
Each chromosome in Pgen would undergo mutation 

operation with the probability of mutation pm (e.g., pm = 0.1). 
The mutation operation is as follows: (1) randomly generating 
an integer j∈ [1, N] and a real number z∈[lj, uj]; (2) replacing 
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the jth component of the chosen chromosome by z to get a new 
chromosome. The mutation operation generates a new 
population denoted by Ggen. The fitness values corresponding 
to each new chromosome in Ggen are calculated by running 
VISSIM model. 

Step 4：Selection operation 
In order to maintain the population diversity, we sort the 

population (Pgen + Cgen + Ggen ) in a descending sort order 

according the fitness values , then select the first *70%D  
chromosomes and randomly select *70%D D−     

chromosomes from the rest of (Pgen + Cgen + Ggen ) to 
constructing the next population Pgen+1. 

Step 5：Check stopping rules 

Supposing the max fitness values of iteration gen is max
genF . 

If gen = the maximum number of iterations or 
-1

max max| | 0.005gen genF F− ≤ , the program stops. Otherwise, go to 

Step 2 and gen = gen+1. 
 
 

 
Figure 2 The location distribution of detector stations 

 

IV. CASE STUDY 

A signal intersection constructed by the Ronghua middle-
road and the Rongjing road in Beijing is selected as the test bed. 
The intersection locates at the arterial section of Beijing 
economic-technological development area. The location and 
map are shown in Fig. 2. Field data were gathered at evening 
peak period (18:15-19:15) in July 25, 2011. The traffic 

volumes were video-taped by four cameras, which were located 
at the Station 5-Station 8 in Fig. 2, respectively. We recorded 
the maximum queue length at the entrance (i.e., Station 5-
Station 8 in Fig. 2) into the intersection every signal cycle and 
use the mean of the above queue length as the hourly maximum 
queue length. The travel time was collected by floating cars. 
Fig. 2 shows the start and end points of travel time collection 
detectors, e.g., the Northwest-bound travel time collection is 
from Station 2 to Station 4, the Southeast-bound travel time 
collection is from Station 4 to Station 2. 

The traffic model used is VISSIM Version 5.30. After 
building the VISSIM model, we apply the OGA to the 
parameter calibration. The default size of initial population 
D is 10. When the difference of maximum fitness values of 
two consecutive iterations is no more than 0.005 or the 
maximum number of iterations is 50, the program stops. 
Table 2 lists the relative errors of traffic volumes between 
VISSIM output results and field data at four entrances 
respectively, which shows that the values are all no more 
than 2.21%. 

 

TABLE 2  VOLUME CALIBRATION OF THE INVESTIGATED 
INTERSECTION 

 
Simulation 

Results
（vehicle/h） 

Field Data 
（vehicle/h） 

Relative 
Error 

Northeast-bound 1173 1170 0.26% 

Southwest-bound 486 497 2.21% 

Southeast-bound 1766 1782 0.9% 

Northwest-bound 525 528 0.57% 

 

The proposed method is compared with calibration with 
the GA method and the orthogonal design method. In GA-
based parameter calibration experiments, the fitness 
function, the size of initial population and the stopping 
rules are consistent with the OGA-based parameter 
calibration experiments. In the orthogonal design method, 
level number Q is 9, and the weight coefficient is 0.5. In the 
orthogonal design experiments, the parameter set is 
quantized by orthogonal design. The level number Q is the 
same with the OGA and the GA. The orthogonal array is 
constructed using Algorithm 1. Using the QJ = 81 parameter 
groups as the VISSIM input data and selecting the 
maximum fitness value as the final output results. 

We compare the maximum fitness values corresponding 
to four methods (i.e., default value, OGA, GA and the 
orthogonal method). The RMASE of travel time, RMASE 
of maximum queue length and fitness values are listed in 
Table 3. The maximum fitness value of OGA is 19.43, 
which is much bigger than that of other methods. 
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TABLE 3 COMPARATIVE ANALYSIS OF THE FITNESS FUNCTION 
VALUE 

Methods 
Parameter 
values 

TT MQL 
Weight  Fitness 

RMASE RMASE 
Default [2,2,3,-4] 0.0607 0.3372 0.5 5.03 

OGA 
[1.125,0.5, 
2.25,-2.75] 

0.0225 0.0805 0.5 19.43 

GA 
[1.2,2.6, 
1.33,-6] 

0.0287 0.1380 0.5 11.99 

Orthogonal 
method 

[0.5,0.813, 
1.625,-5] 

0.0430 0.1378 0.5 11.06 

 

Calculate the average errors for maximum queue length 
and travel time, respectively. The formula is as follows: 

 
04

0
1

| |
0.25

s
nt nt

i
t nt

d d
d

ε
=

−
= ∑   {1,2}n ∈  （4） 

where, 

1ε = the average errors of TT 

2ε = the average errors of MQL  
s
ntd =simulation output of tth entrance 
0
ntd = field data of tth entrance 

t=1, 2, 3, 4 represent four entrance, i.e., northeast-bound, 
southwest-bound, southeast-bound and northwest-bound. 

Fig. 3 and Fig. 4 represent the relative error of each access 
respectively. The relative error of the proposed method is less 
than that of other methods. Meanwhile, the relative error of 
travel time is higher than that of queue length, because 
investigators collect the queue length according to estimating 
the length of vehicles. It is obviously that the error must be 
existed. 

 

 
Figure 3 Comparison of TT relative error 

 

 
Figure 4 Comparison of MQL relative error 

 

Fig.5 shows the comparison of convergence performance 
between the OGA-base calibration method and the GA-based 
calibration method. The former method stops when the 
iteration count is 10. Otherwise, the GA-based calibration 
method stops when iteration count is 40. To the OGA-base 
calibration method, it is obviously that constructing initial 
population consumes the most part of consuming time, 
because the program needs to run VISSIM 92 = 81 times to 
generate the output results. So we count the number of running 
VISSIM. Throughout the procedure, the proposed method runs 
VISSIM 238 times, and the later method runs 400 times.   

Considering how the weight coefficient value impacts the 
calibration results. Fig.6 shows the profile of the fitness values 
versus weight coefficient values (i.e., weight coefficient value 
= 0, 0.2, 0.5, 0.8, and 1.0, respectively). The figure shows that a 
significant correlation exists between the fitness value and the 
weight coefficient values. The bigger the weight coefficient 
value is, the bigger the fitness value is. Considering the case of 
weight coefficient = 1.0, which means taking travel time into 
account indicator only, the fitness value is 62.70. Maximum 
queue length may reduce the fitness value, because field data 
collection exist big error. 

GA 
OGA

The Iteration Count

T
he

 F
it

ne
ss

 V
al

ue

Figure 5 Comparison of convergence rate between two algorithms 
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Figure 6 Comparison of the fitness value versus weight coefficient 

 

V. CONCLUSION 

This paper focuses on the automatic calibration method of 
traffic micro-simulation. A parameter calibration method based 
on orthogonal genetic algorithm is proposed. The first step, the 
process and the pseudo code of the OGA-based micro-
simulation calibration method are given. The second step, we 
apply the proposed method to a signal intersection in Beijing. 
In the case study, the microscopic traffic flow simulation model 
VISSIM is selected. We compare the OGA method with the 
GA method and the orthogonal design method, respectively, 
i.e., the maximum fitness value, the relative errors of TT and 
MQL, the number of iteration. Experiment results show that the 
OGA outperforms the GA and the orthogonal design method in 
calibration. This paper also analyzes how the weight coefficient 
impacts the calibration results. A significant correlation exists 
between the fitness value and the coefficient values. 
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Abstract

Deadlock detection and resolution is one of the chal-
lenges in mobile agent systems, especially, when concurrent
execution (i.e., more than one algorithm instances executing
simultaneously) of algorithm instances. In this paper, we
propose a deadlock detection and resolution algorithm in
mobile agent systems. Priority-based approach is adopted
in our algorithm to coordinate concurrent execution of al-
gorithm instances. The liveness and safety properties of our
algorithm are proved. Analysis and simulation results in-
dicate that our algorithm can provide better performance
and avoid duplicate detection and resolutions of the same
deadlock in condition of concurrent execution.

Deadlock detection; Deadlock resolution; Mobile-Agent
system; Distributed system; Concurrent coordination

1 Introduction

Rapidly expanding of available on-line information in-
creases the need for bandwidth to support the industry in-
frastructure and bandwidth optimization [13]. For finding
solutions of high bandwidth demand, many schemes are
proposed in the past years.

Especially, Remote Procedure Calls (RPC) [7], Remote
Programming (RP) and Code on Demand [3] are proposed
to reduce network load in distributed systems before the
emergence of mobile agent. Mobile agent with property
of mobility greatly enhances the productivity of each com-
puting element in the network and creates a uniquely pow-
erful computing environment. A mobile agent acts as a

self-contained software element responsible for executing
a programmatic process, which is capable of autonomously
migrating through a network.

There is no standard definition of mobile agent (some
definitions can be found in literature [4, 10, 11, 13, 20]).
Even so, we can obtain some common characteristics of
mobile agent as summarized in [5]: mobility, autonomy,
sociality, reactivity, proactivity, data acquisition, and route
determination, etc.

Despite of many practical benefits, mobile agent technol-
ogy also introducing new challenges (e.g., deadlock, ren-
dezvous, and leader election). In addition, problem will be-
come more complicated when concurrency error and con-
sidered [9, 14, 15]. In this paper, we propose a priority-
based deadlock detection and resolution algorithm that can
support concurrent execution of algorithm instances and
provides better performance in mobile agent systems. Our
algorithm can be roughly divided into two phases: decen-
tralized information collection phase and centralized dead-
lock detection and resolution phase.

The paper is organized as follows: in Section 2, we re-
view some related works. Description of our algorithm is
presented in Section 3. Section 4 proves our algorithm.
Section 5 illustrates the theoretical analysis and simulation
results. Section 6 is the conclusions and future works.

2 Related Works

Some related works on deadlock detection and resolution
in mobile agent systems as [1, 2, 6, 8, 16, 18, 19, 21].

Ashfield proposed a path pushing similar approach to de-
tect deadlock in mobile agent system in [1, 2]. A consume
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agent creates a shadow agent to monitor its activities when
it requests an exclusive lock on a resource. Shadow agent
will create detection agent to perform deadlock detection if
the consume agent has been block for a predetermined time
interval. Detection agent responds for constructing WFG
and detecting deadlock until a deadlock is detected by vis-
iting related shadow agents.

In [8], Hosseini et. al, presented an improved algorithm
based on Ashfield [1, 2]. They assigned a priority to both
resource and consumer agent, and the detection agent cre-
ated by consume agent with the least priority will suspend
other detection agents that have larger priority. Therefore,
only one detection agent (the lowest priority one) will pass
through the whole cycle and can return.

Different with [1, 2], Elkady proposed an edge chasing
similar algorithm to detect deadlock in mobile agent system
in [6]. The proposed algorithm asserts a deadlock when a
detection agent visiting a consume agent twice. In addi-
tion, the proposed algorithm supports deadlock avoidance
and multiple detection agents.

Yang proposed two path pushing based deadlock detec-
tion algorithms named: MA-WFG and Host-WFS in [21].
In MA-WFG, mobile agent trying to construct a WFG to
detect loop structure. Local construct WFG will pass to the
mobile agent which locks the required resource to construct
its local WFG. A deadlock is detected if there is loop topol-
ogy in the collected WFG. To reduce the number of agent
movements and relieve the network load, Host-WFS makes
the WFG arranged in a form of “wait for set” that are dis-
tributed and stored on hosts. Therefore, the hosts control
the termination of the path pushing, and mobile agent need
not participate in the operation of path pushing.

Mani and Moshirpour, et.al, proposed an UML model
based approaches to detect deadlock in Multi-Agent manu-
facturing systems in [16, 18]. They propose a behavioral
model in form of UML 2.0 sequence diagrams from the
modeling artifacts of the Multi-agent Software Engineering
(MaSE) [17] to analysis and detect deadlock in multi-agent
systems. Firstly, agents task diagrams are built during the
analysis and designing of the MaSE methodology. The di-
agrams illustrate the activities performed by several cells
(e.g., machines and robots). Each task diagram is a UML-
like state chart diagram and will be converted to an UML
activity diagram. Control Flow Paths (CFP) will be derived
from the task diagrams. Then, resource requirement infor-
mation can be gathered from each CFP that will be map into
a machine requirement table. The table records the infor-
mation and tasks of each agent with CFP and required ma-
chines (resources) of each CFP. During the run-time, each
CFP that is running by an agent can initiate deadlock detec-
tion to query when blocked for a predefined time interval.
The query will be sent to its direct depended CFP and prop-
agated to indirect CFPs. The initiating CFP will determine

itself deadlocked if it never receives a message from other
CFPs to inform changing of the blocked status.

There are some limitations in previous works, such as:
either no local deadlock detection or infinite deadlock de-
tection, probability of false results or state explosion, per-
formance inefficiency, high complexity, etc. To improve
the performance efficiency and provide better solution in
condition of concurrent execution. We propose a priority-
based deadlock detection and resolution algorithm with bet-
ter concurrent execution supporting in this paper.

3 Proposed Approach

3.1 Premises and Assumptions

Some properties in mobile agent systems as follows.
Network organization independence: neither the

nodes nor the agents need to maintain knowledge about the
size or topology of the network. The deadlock detection
and resolution algorithm should not depend on a particular
organization of the nodes in a mobile agent system.

Agent movement: agents must be allowed to lock re-
sources and move for performing additional tasks.

Fault tolerance: messages or steps could be lost and
gracefully recovery when it occurs.

Limit coupling: mobile agents that consume and ma-
nipulate resources in a mobile agent system should be sep-
arated from the deadlock detection and resolution process.

Based on the above properties of the mobile agent sys-
tems, we give some assumptions as:

• Agents can move through the network without lost,
and network topology keeps static once the deadlock
detection algorithm starts.

• A consume agent can choose to blocked when its re-
source lock request is rejected, or neglect the rejection
and perform other tasks.

• There is no phantom deadlock based on the using of
standard deadlock avoidance techniques, such as 2PC
(two phase commit) or priority transactions.

• Host environment is the ultimate authority that can al-
low or deny the lock request of a resource.

• Host environment will be notified if a consume agent
moves to another host environment.

• Agents and host environments are uniquely identified
in the system through techniques such as static path
proxy or naming service.

• Each consume agent can request at most one resource
at a time, and will not request resource any more when
blocked. It means the resource request model in this
paper is single request model [12].

62



3.2 Algorithm Overview

We apply priority-based and edge chasing technique, that
are commonly used in traditional deadlock detection algo-
rithm in the distributed systems, in our algorithm.

Three kinds of mobile agents and the host environment
are used in our algorithm descried as following. If a CA
creates a DA or a RA, we call the CA hosting agent and the
DA or RA spawned agent.

• CA, consume agent that can performs common tasks
and exclusively locking needed resources. It spawns
DA(s) and RA(s) to initiate deadlock detection and
publish deadlock resolution. It does not have an active
role in deadlock detection and resolution procedure. It
reports its new location to the HE(s) that host resources
locked by this CA when it move to a new HE.

• DA, detection agent that is spawned by CA and respon-
sible for deadlock detection and resolution. It visits
HEs to collect information of related CA(s) and con-
struct global WFG. It responsible for detecting and re-
solving deadlocks according to the global WFG.

• RA, resolution agent spawned by CA used to notify
the deadlock resolution to the victim CA.

• HE, host environment hosts mobile agents and pro-
vides APIs to hosted agents to interactive with itself. It
controls and coordinates resource locking and unlock-
ing. It provides information of hosted resources and
mobile agents to DAs in deadlock detection activity.

3.2.1 Algorithm Initiation

A CA is assigned an unique id value when it is created in
the mobile agent systems. It moves to a HE and requests re-
source to this HE when the needed resource is hosted by the
HE. HE has the authority to grant or reject the request from
CA. HE rejects the request if the resource is being locked by
another CA and notifies the failure of resource requesting
to the requesting CA. A CA can choose to blocked (waiting
for the request resource to be unlocked) or discard this re-
quest to perform other tasks. The CA transfers from active
to blocked state if it chooses blocked and wait.

The blocked CA initiates a deadlock detection and res-
olution algorithm instance by creating a DA after being
blocked for an explicit time interval. The spawned DA has
unique priority with the same value as the id of its hosting
CA. Spawned DA starts distributed information collection
phase by moving to the HE that hosts the needed resource
and asking for the location of the CA that is locking this re-
source. Note that, it is possible that more than one DAs that
roaming in the mobile agent system at the same time.

3.2.2 Deadlock Detection

The DA communicates with the HE to collects the resource
locking information (i.e., wait-for relationship) of a CA, and
determines whether continuing its visiting or not according
to the situation of current visiting CA. A CA can not cre-
ate a DA after been visited by other DA(s) until its request
resource is granted.

A CA may have two kinds of situations when a DA ar-
riving the HE that hosts this CA:

• Case1: the CA has not initiated a deadlock detection
algorithm instance yet (e.g., no DA has been created
by this CA when its HE is visited);

• Case2: the CA has been initiated a deadlock detection
algorithm instance by creating a DA, and the detection
process has been not terminated.

There are some possible sub-conditions in Case1 and Case2
of this CA:

• Case1-1: it is in an active state (e.g., this CA is not
blocked by any resource at this moment);

• Case1-2: it is in a blocked state, but has been not ini-
tiated a deadlock detection instance by creating DA.

• Case2-1: its spawned DA has a larger priority than the
priority of visiting DA.

• Case2-2: its spawned DA has a lower priority than the
priority of visiting DA.

• Case2-3: its spawned DA has a same priority with the
priority of visiting DA.

In Case1-1, the visited CA is in active state. In this con-
dition, the visiting DA will determine that there is no dead-
lock and return to its hosting CA with information of visited
CA(s). The hosting CA will make the decision of no dead-
lock and wait for locked resource to be available.

In Case1-2, different with Case1-1, the visited CA is
blocked for resource that is locked by another CA. The visit-
ing DA will move to the next HE. This procedure will con-
tinues till one of the following conditions is meet. One is
that a current visited CA is in a active state like Case1-1,
another is that this DA visits a CA that has initiated an algo-
rithm instance by spawning a DA with a different priority,
this falls into the cases of Case2.

In Case2-1, the visiting DA visits a CA that has been
initiated an algorithm instance by spawning a DA with a
higher priority. In this case, the visiting DA adds informa-
tion of the visited CA into its visiting list and return to its
hosting CA. The hosting CA will determine whether per-
forming a second round of detection or not according to the
visiting list collected by its returning DA.
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In Case2-2, the visiting DA will not return until the vis-
ited CA receives the returning of its own spawned DA. The
visiting DA combines its own visiting list and the visiting
list of the visited CA together, and then, returns to its host-
ing CA with the combined visiting list.

In Case2-3, this condition represents the existence of
deadlock when a visiting loop forms.

In Case1-1, Case1-2, and Case2-3, an explicit decision
of deadlock can be made. However, there needs some other
steps to continues the deadlock detection in Case2-1 and
Case2-2 after returning of spawned DA(s) with visiting list.

After the returning of spawned DA(s) in Case2-1 and
Case2-2, the hosting CA(s) will locally record the visiting
list and make determination of a second round detection. A
CA will launch the next round of detection if the following
two conditions are satisfied:
• Condition-1: this CA has the largest id among the CAs

in the local visiting list;

• Condition-2: this CA has been visited by other DAs.

The spawned DA will execute a next round of visiting
with a same priority as the last round. In addition, the target
visiting CA is the rear CA of the collected visiting list. The
rest procedure is the same as Case2-1 or Case2-2 till a ex-
plicit decision of deadlock can be make, then, the detection
process terminates.

3.2.3 Deadlock Resolution

A global WFG can be constructed after the first phase ter-
minating. The second phase starts detecting and resolving
deadlock if there exists a deadlock. Proposed algorithm can
guarantee that only the DA with the highest priority will de-
tect the deadlock at last. This DA will select a victim CA to
release its locked resource to break the deadlock (simply, it-
self). The hosting CA which spawn a RA and send this RA
to the victim CA for deadlock resolution. The victim CA
releases the locked resource after receiving the RA. Then,
the deadlock is resolved, and all blocked CA(s) can perform
the next tasks.

3.3 Formal Description

Formal description of our algorithm is given in this sec-
tion. Variables used in our algorithm are given in Table 1.

Algorithm 1 illustrates that how to handle the arriving of
a detection agent in a visited CA (the possible cases in the
previous subsection). Algorithm 2 gives the description of
the strategy when a DA returning to its hosting CA.

3.4 Case Study

As shown in Figure 1,there are 6 HEs (HE1 − HE6),
6 CAs (CA1 − CA6), and 15 resources (R1 − R15) in a

Table 1: Variables used in the proposed algorithm.

Variable Descriptions

CAi
Consume agent with a unique id = i, the hosting
CA of its spawned DAi.

DAi
Detection agent created by CAi with a priority i,
spawned DA of CAi.

DAV L
i

Visiting list recorded in DAi. It is ordered in vis-
ited order. Such as,{CA1, CA2, ..., CAk} means
the visiting order is CA1 → CA2 →, ...,→ CAk.

V Li Visiting list recorded at CAi.

RAi

Resolution agent created by a consume agent with
id = i. It is used to notify the victim consume agent
of deadlock resolution.

Algorithm 1 when DAi arriving at CAj

1: V Lj = DAV L
i ∪ V Lj ;

2: DAV L
i = DAV L

i ∪ V Lj ;
3: if CAj has initiated a deadlock detection instance then /*Case 2*/
4: if DAj < DAi then /* Case 2-1*/
5: waiting till the returning of DAj ;
6: DAV L

i = DAV L
i ∪ V Lj ∪DAV L

j ;
7: DAi return to CAi with DAV L

i ;
8: else if DAj > DAi then /* Case 2-2*/
9: DAV L

i = DAV L
i ∪ V Lj ;

10: DAi return to CAi with DAV L
i ;

11: else/* Case 2-3*/
12: a deadlock is detected;
13: creating a RAi and sending RAi to the CA that is selected as

victim by DAi to resolve the deadlock;
14: end if
15: else/*Case 1*/
16: if CAj is active then /* Case 1-1*/
17: DAV L

i = DAV L
i ∪ {CAj → ∅};

18: DAi return to CAi with DAV L
i ;

19: else/* Case 1-2*/
20: DAV L

i = DAV L
i ∪ {CAj → CAk};

21: DAi moves to the next CAk;
22: end if
23: end if

Algorithm 2 when DAi returning to CAi with DAV L
i

1: V Li = V Li ∪DAV L
i ;

2: if there is cycle in V Li and DAi has the largest priority among all
priority values of collected CAs then

3: a deadlock is detected;
4: creating a RAi and sending RAi to the victim CA;
5: else
6: if DAi is the largest in V Li and HE of CAi has been visited by

other DA then
7: DAi moves to CAj ;
8: else
9: while the requested resource is not granted do

10: waiting the granting of resource;
11: if receiving a RAi then
12: releasing the locked resource, and break the while loop;
13: end if
14: end while
15: end if
16: end if
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Figure 1: Instantaneous state of a mobile agent system.

mobile agent system. 8 of the 15 resources are locked. As-
suming that Figure 1 is a transient state of the mobile agent
system. Take HE1 in Figure 1 for example, HE1 holds three
resources (R1, R2 ,and R3) and a Consume Agent (CA3).
CA3 has locked resource R1 and R3, and is blocked by R8
which is locked by CA5 locates at HE3.

Assuming that Consume Agents CA1, CA2, CA3,
CA4, CA5, and CA6 have been blocked for a specific time
interval. Therefore, they will spawn DAs to execute dead-
lock detection and resolution. We also assume that the time
of a DA’s movement is finite but uncertain, and the DAs will
be not lost or tampered.

One possible scenario is all consume agents creating de-
tection agent and initiating deadlock detection simultane-
ously. In this condition, detection agents DA1, DA2, DA3,
DA4, DA5, and DA6 will visit HE5, HE4, HE1, HE2,
HE3, and HE6 to collect information.

DA1 will return to HE1 immediately with a new
resource request (i.e., wait-for) information of CA5
({CA5 → CA2}) when DA1 arrives at HE3 before re-
turning of DA5. Because DA1 has a lower priority than
DA5 that is spawned by CA5. DA2 and DA3 returns
with ({CA4 → CA3}) and ({CA5 → CA2}). Assum-
ing that DA4 arrives at HE1 and returns to CA4 before
the returning of DA3, therefor, DA4 will collect the in-
formation of CA3 as ({CA3 → CA5}) and DA6 re-
turn after the returning of DA2 and DA1, the visit lists of
DA5 and DA6 will be ({CA2 → CA4 → CA3}) and
({CA1→ CA5→ CA2}), respectively.

The local visiting list in each consume agent are illus-
trated in Table 2 after the above steps.

Only DA5 will launch a second round of detection, be-
cause the id of it is the largest among CAs in the local vis-

Table 2: Local visiting list in CAs after returning of their
spawned DAs.

V Li Local visiting list
V L1 {CA1→ CA5→ CA2}
V L2 {CA2→ CA4→ CA3}
V L3 {CA3→ CA5→ CA2}
V L4 {CA4→ CA3→ CA5}
V L5 {CA5→ CA2→ CA4→ CA3}
V L6 {CA6→ CA1→ CA5→ CA2}

iting list. DA5 will move to HE3 for collecting wait-for
information of CA3. The other consume agents will sus-
pend to wait for the detection and resolution results. As the
same rule in the first round, the local visiting list will be
changed as shown in Table 3 after the second round return-
ing of detection agents

Table 3: Local visiting list in CAs after returning of their
spawned DAs.

V Li Local visiting list
V L1 {CA1→ CA5→ CA2}
V L2 {CA2→ CA4→ CA3}
V L3 {CA3→ CA5→ CA2}
V L4 {CA4→ CA3→ CA5}
V L5 {CA5→ CA2→ CA4→ CA3→ CA5}
V L6 {CA6→ CA1→ CA5→ CA2}

A deadlock is detected by DA5 after its returning to
CA5 according to the local visiting list. DA5 will select a
victim CA that is involved the deadlock from the local vis-
iting list. Then, deadlock resolution task will be conducted
by CA5 by spawning a RA5 and sending it to the victim
CA(e.g., CA2). CA2 will release the lock on resource R12
after receiving of RA5, and the deadlock will be broken.

4 Correctness Proofs

In this section, we prove the liveness and safety property
of our algorithm. In addition, some other necessary theo-
rems are also proved.

Theorem 1 At any given time, there is at most one deadlock
in a WFG.

Proof 1 Since the resource request model is single request
model, the number of outgoing arc at each node is one at
most. Assuming that there are more than one deadlock in
the collection WFG. It means at least two cycles in the WFG
and they are either independent or intersection with each
other. Due to the single request model, it is impossible that
two cycles are intersection. So, they should be detected in
separated WFG rather than in one WFG. Therefore, there
is at most one deadlock in one WFG at any given time.
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Table 4: Comparison of the worst performance in aspect of concurrent execution.

[2] [8] [21]1 [21]2 [6] Our
number of DA moves in detection ∞ n(1+n)

2 > n(1+n)
2 > n(1+n)

2
n2 4(n− 1)

number of RA moves in resolution − 1 − − > n2 1

number of transmitted CA information ∞ n2(1+n)
2 > n2(1+n)

2 > n2(1+n)
2

n2(1+n)
2

n(1+n)
2

Time delay ∞ n n n n n+ 1

[21]1 and [21]2 are the two algorithm proposed in literature [21]; −: no deadlock resolution or difficult to analysis theoretically; n: number of
detection agent in a WFG.

Theorem 2 If a deadlock exists, only one DA will detect it
and one CA will resolve it.

Proof 2 According to Algorithm 1, only DA with the high-
est priority will collected the whole WFG and perform fi-
nal deadlock detection. Therefore, only the hosting with the
largest value of id will resolve a detected deadlock. The
theorem is proved.

Theorem 3 No phantom deadlock will be detected and re-
solved.

Proof 3 The phantom deadlock appears when two deadlock
detection and resolution algorithm instance attempt to per-
form on the same CA. By Theorem 2, there can be a max-
imum of one algorithm instance will detect and resolve a
deadlock. Hence, there is no possibility for a phantom dead-
lock in our algorithm.

Theorem 4 (Liveness) If there is a deadlock in the system,
it should be detected and resolved in finite time.

Proof 4 Let’s assume that there is a deadlock in the sys-
tem and not be detected when at least one of the CA initiate
deadlock detection procedure. There are two possible situ-
ations, one is that the DA lost during its travel. This is not
possible duo to the assumption that DA will not lost in the
system. Another one is no deadlock detects when a DA with
the highest priority collected WFG. This contradicts the as-
sumption. Therefore, if the movement of agent is in finite
time, the deadlock will be detected and resolved in finite
time.

Theorem 5 (Safety) If a algorithm instance resolves a
deadlock in the system, it is in fact in the system and re-
solved by only one algorithm instance.

Proof 5 By Theorem 3, we can prove that the detected
deadlock actually in the system. By Theorem 1 and The-
orem 2, we can derive that the detected deadlock will be
detected and resolved by only one algorithm instance. The
theorem is proved.

5 Performance Analysis

In this section, we analysis the worst case of performance
among previous and our algorithms, and perform simula-
tion each algorithm. It should be noted, only the situation
of concurrent execution is considered in the analysis. This
analysis contains number of DA moves in detection, num-
ber of RA moves in resolution, total number of transmitted
CA information and time delay. Specifically, one piece of
transmitted CA information means information of one CA
(e.g., CAi → CAj as one piece information of CAi).

5.1 Theoretical Analysis

In this theoretical analysis, we assume that n consume
agents (CA1, CA2,...,CAn) involved in a deadlock, and all
consume agents initiate deadlock detection and resolution
algorithm instances with arbitrary time order. Our algo-
rithm has the worst case of DA movements in Table 5.B
and the worst case of transmitted CA information in Ta-
ble 5.A. In Table 5.B, the first round of deadlock detection
will has 2n DA moves. The second round has 2 ∗ (n2 ) DA
moves and the ith round has 2 ∗ n

2(ith−1) DA moves. This
procedure continues till 1 6 n

2(ith−1) < 2. Therefore, num-

ber of DA moves in detection is 2∗ 2∗(1−2log
n
2 )

1−2 = 4(n−1).
In Table 5.A, each DAi will return to CAi with i−1 pieces
of CA (these CAs has lower id than i) information. There-
fore, total number of transmitted CA information is n(1+n)

2 .
The DA with the highest priority performs deadlock de-

tection after constructing WFG, and it will select a victim
from the deadlocked CAs. Then, its hosting CA will create
a resolution agent (RA) and send it to the victim consume
agent. Hence, the resolution transmits only one time of RA
to resolve the deadlock. If the priority of each DA in the
cycle within a decreasing order and the least priority waits
for the highest one, the worst case of time delay in our al-
gorithm is n.

Based on the same criteria, Table 4 illustrates perfor-
mance analysis results (in the worst case) between previous
works and our work.
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(a) Number of DA movements in Table 5.A. (b) Number of DA movements in Table 5.B. (c) Number of DA movements in Table 5.C.

Figure 2: Performance comparison on detection agent movement between some previous works and our work.

(a) Totle number of transmitted CA infor-
mation transmitted in Table 5.A.

(b) Totle number of transmitted CA infor-
mation transmitted in Table 5.B.

(c) Totle number of transmitted CA infor-
mation transmitted in Table 5.C.

Figure 3: Performance comparison on information transmission between some previous works and our work.

5.2 Simulation Results

The simulation program is written in Scala (version
2.11.7) with Akka (version 2.3.11). We compares two pre-
vious works (Elkady and Hosseini [6, 8]) with our work,
and run the simulation on three types of scenes as shown in
Table 5. The program of each algorithm runs 100 times, and
the result is the average value.

Table 5: Description of possible scenes in the simulations.

Type Description

A
Each agent requests a resource that is locked by
another agent, wait-for relationship as: n → n −
1→ ...→ 1→ n;

B
Each agent requests a resource that is locked by
another agent, wait-for relationship as: n → 1 →
n− 1→ 2...→ bn2 c → b

n
2 c − 1;

C
Each agent request a resource that is locked by an-
other agent, and each agent can be waited by one
another agent.

We just statistic the number of DA moves and total num-

ber of transmitted CA information in detection phase.
Figure 2 and Figure 3 give the simulation results of per-

formance comparisons. Figure 2 and Figure 3 illustrate the
results of the comparisons in aspect of DA moves and trans-
mitted CA information, respectively. Label on horizontal
axis and ordinate axis represent the number of consume
agents and results, respectively.

From the simulation results, we can find that the number
of detection agent movements increasing linearly with the
growth of the number of consume agent. The other two al-
gorithms have an exponential growth. The total number of
transmitted CA information is the same. The main reason is
that our algorithm reuses the collected wait-for information
of consume agents with lower id. This dramatically reduc-
ing the number of detection movements and total number of
transmitted CA information during the detection procedure.
In addition, another benefit of our algorithm is that only one
agent will detect and resolve the deadlock. This can avoid
all associated problems that is caused by multiple resolution
of the same deadlock.

Note that, results of Hosseini has better performance
than Elkady in Figure 2 and Figure 3. Actually, they
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have the same theoretically performance complexity (see
Table 4). However, the worst case of Hosseini’s approach
need extreme conditions of algorithm initiation time that is
difficult to implement in this simulation. However, it may
happen in real system.

6 Conclusions and Future Works

In this paper, we propose a priority-based deadlock de-
tection and resolution algorithm in mobile agent systems.
Our algorithm adopts priority-based approach to coordinate
the concurrent execution of algorithm instances. Our al-
gorithm guarantees that a deadlock can only be detected
and resolved by one agent. This simplifies the resolution
of deadlock, and no phantom deadlock will be detected. In
addition, our algorithm provides better performance when
concurrent executing of algorithm instances. We prove two
important properties (liveness and safety) of our algorithm.
Performance analysis and simulation results demonstrate
that our algorithm has better performance in aspect of agent
movements and information volume.

In the near future, we will pay more attention on the
other complexity resource request models in deadlock de-
tection and resolution of mobile agent systems. Besides
that, fault tolerance of agent and host environment crash-
ing will be another topic of research in our future works.

ACKNOWLEDGMENT

This work was supported in part by National Natural
Science Foundation of China (No.61100143, No.61272353,
No.61370128, No.61428201, No.61502028), Program for
New Century Excellent Talents in University (NCET-13-
0659), Beijing Higher Education Young Elite Teacher
Project (YETP0583).

References

[1] B. Ashfield. Distributed Deadlock Detection in Mobile
Agent Systems. PhD thesis, Carleton University Ottawa,
2000.

[2] B. Ashfield, D. Deugo, F. Oppacher, and T. White.
Distributed deadlock detection in mobile agent systems.
Springer, 2002.

[3] P. G. P. Carzaniga, A. and G. Vigna. Is code still moving
around? looking back at a decade of code mobility. In Com-
panion to the proceedings of the 29th International Confer-
ence on Software Engineering, pages 9–20. IEEE, 2007.

[4] M. M. K. G. Challenger, M. and T. Kosar. Declarative spec-
ifications for the development of multi-agent systems. Com-
puter Standards and Interfaces, 43:91–115, 2016.

[5] V. Della Mea. Agents acting and moving in healthcare
scenario - a paradigm for telemedical collaboration. IEEE

Transactions on Information Technology in Biomedicine,
5(1):10–13, 2001.

[6] A. Elkady. Mobile Agents Deadlock Detection in Absence of
Priorities. PhD thesis, Carleton University Ottawa, 2006.

[7] D. R. G. Fredriksson, Olle and B. Wheen. Towards native
higher-order remote procedure calls. In Proceedings of the
26nd 2014 International Symposium on Implementation and
Application of Functional Languages. ACM, 2014.

[8] R. Hosseini and A. T. Haghighat. An improved algorithm for
deadlock detection and resolution in mobile agent systems.
In International Conference on Computational Intelligence
for Modelling, Control and Automation, and International
Conference on Intelligent Agents, Web Technologies and In-
ternet Commerce, volume 2, pages 1037–1042. IEEE, 2005.

[9] H. Huang, L. Wang, B. C. Tak, L. Wang, and C. Tang. Cap3:
A cloud auto-provisioning framework for parallel process-
ing using on-demand and spot instances. In Proceedings
of the 2013 IEEE Sixth International Conference on Cloud
Computing, CLOUD ’13, pages 228–235. IEEE, 2013.

[10] D. Isern and A. Moreno. A systematic literature review of
agents applied in healthcare. Journal of medical systems,
40(2):1–14, 2016.

[11] R. Jain, F. Anjum, and A. Umar. A comparison of mo-
bile agent and client-server paradigms for information re-
trieval tasks in virtual enterprises. In Research Challenges,
2000. Proceedings. Academia/Industry Working Conference
on, pages 209–213. IEEE, 2000.

[12] E. Knapp. Deadlock detection in distributed databases. ACM
Computing Surveys (CSUR), 19(4):303–328, 1987.

[13] D. Kotz and R. S. Gray. Mobile agents and the future of the
internet. Operating systems review, 33(3):7–13, 1999.

[14] H. Ma, S. R. Diersen, L. Wang, C. Liao, D. Quinlan, and
Z. Yang. Symbolic analysis of concurrency errors in openmp
programs. In the 42th International Conference on Parallel
Processing, pages 510–516. IEEE, 2013.

[15] H. Ma, L. Wang, and K. Krishnamoorthy. Detecting thread-
safety violations in hybrid openmp/mpi programs. In Pro-
ceedings of the 2015 IEEE International Conference on
Cluster Computing, pages 460–463. IEEE, 2015.

[16] N. Mani, V. Garousi, and B. H. Far. Search-based testing
of multi-agent manufacturing systems for deadlocks based
on models. International Journal on Artificial Intelligence
Tools, 19(04):417–437, 2010.

[17] L. Moreau, M. Luck, S. Miles, J. Papay, K. Decker, and
T. Payne. Methodologies and software engineering for agent
systems. 2004.

[18] M. Moshirpour, N. Mani, A. Eberlein, and B. Far. Model
based approach to detect emergent behavior in multi-agent
systems. In Proceedings of international conference on
Autonomous agents and multi-agent systems, pages 1285–
1286, 2013.

[19] N. Sofy and D. Sarne. Effective deadlock resolution with
self-interested partially-rational agents. Annals of Mathe-
matics and Artificial Intelligence, 72(3–4):225–266, 2014.

[20] J. Waldo. Mobile code, distributed computing, and agents.
IEEE Intelligent Systems, (2):10–12, 2001.

[21] J. Yang. Design of fault tolerant mobile agent systems. PhD
thesis, Hong Kong Polytechnic University, 2006.

68



 

 

An Entropy based Product Ranking Algorithm 

using Reviews and Q&A Data 
 

Bushra Anjum 

Amazon Inc., 1194 Pacific St., San Luis Obispo 

CA 93401, USA 

banjum@amazon.com 

Chaman Lal Sabharwal 

Missouri University of Science and Technology, Rolla 

MO 63128, USA 

chaman@mst.edu 

 

 

 
Abstract — Amazon.com, along with several other 

commercial websites for products and services, provides a 

platform for consumers to share their opinions by providing 

reviews and answering product related questions (QA data). 

These opinions can be quantitative, qualitative or a 

combination of both. Owing to the large corpus of such data 

available, there are several learning and classification 

approaches available to scrutinize them e.g., those based on 

Entropy measures, machine learning, stochastic, and natural 

language processing etc. In this paper, we review some of the 

prominent techniques and explore a hybrid approach, 

involving Entropy, Bilinear and statistical measures, to use 

heterogeneous consumer data and simultaneously analyze 

and rank products for customers. With experimental results, 

we show that our approach effectively ranks products using 

(1) text reviews (2) QA data and (3) star rating of products. 

We also make a case that the ranks calculated are more 

relevant to the customers and can enable better prediction 

on the products sale for the sellers. 

Keywords-product reviews, product ranking, similarity, 

classification 

I. INTRODUCTION 

Gaining insights from product reviews has emerged 

as a novel field of research and has valuable 

implications in the real world. Many e-commerce 

websites, such as Amazon.com, provide a platform for 

consumers to share their opinions. Unbiased reviews by 

other consumers build confidence of a customer to go 

ahead with a transaction [1]. The reviews are generally 

quantitative in the form of star rating, or qualitative in the 

form of comments written in plain text. Due to the large 

corpus of review data available and limited customer 

time, researchers are not only focusing on means to 

ascertain the quality, authenticity, and usefulness of 

reviews but also on ranking products based on the 

available data. 

It has been ascertained that the product rating with 

stars (or numerical scale 0-5 etc.) alone does not provide 

enough semantics information about customer’s sentiment 

and that a text based review is more revealing in that 

context [2]. Reviews are subjective opinions and 

judgment about a product or the service. Hence, 

nowadays the trend is to use both star based ranking and 

text reviews in all types of surveys pertaining to products 

and services. However, it is also important to note that 

though it is quick and easy to process quantitative ratings, 

producing qualitative semantic information is a 

challenging problem because the deciphering and 

evaluation of text reviews is both time-consuming and 

technically complex due to an unstructured form of 

natural language text [1].  

As mentioned earlier, it is important and necessary to 

classify the relevance of product related information, for 

the sake of consumer’s premium time [3]. Reviews are a 

major source of such information. Another interesting 

area of research, though not a focus of this work, is the 

availability of search and evaluation tools that helps a 

customer distinguish between forged and genuine reviews 

from their implied reputation [4]. In this work, we are 

assuming that the reviews provided are genuine with 

varying degree of relevance 

There are several approaches used to ascertain the 

quality, authenticity, and usefulness of the reviews such 

as Entropy (H), Decision trees (DT), Singular Value 

Decomposition (SVD), support vector machines (SVM), 

machine learning (ML), stochastic probability, and natural 

language processing (NLP) etc. These approaches are 

explained further in the related work section and help in 

evaluating the helpfulness of a review, rank products 

based on relevance from the reviews, enable prediction on 

the products, and reduce the search time. 

DOI reference number: 10.18293/DMS2016-024 
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In this paper, we will explore a hybrid analysis 

approach to use heterogeneous product review data (star 

ranking, text based reviews, question/answer data) to 

simultaneously analyze and evaluate the reviews. We 

show that adapting the ranking algorithm by 

simultaneously using Entropy and Bilinear Similarity 

measures (explained later in the paper) yields more 

accurate evaluation than using them in isolation and on 

restricted data types. With experimental results, we learn 

that our approach is effective in ranking products based 

on interest, and relevance and also accurately relies on 

review text and question/answer data to produce the final 

ranking of the product. 

The paper is organized as follows: Section II describes 

the preliminary background and literature review, section 

III describes our contributions in detail, section IV is on 

experiments and section V lists conclusions followed by 

references.  

II. BACKGROUND AND RELATED WORK 

A. Preliminaries 

Here we describe all the standard terms used in this 

wok and discussion. Data instance/object is in the form of 

a vector. We assume all vectors are column vectors. A 

matrix represents the aggregate of all data instances. A 

row vector is the transpose of a column vector. A unit 

vector is a vector of length one. A weight vector is a 

vector with positive components whose sum is unity. The 

dot product of two vectors is a scalar, Hadamard product 

of two vectors is a vector of point-wise products of the 

corresponding components of the two vectors. The 

similarity between two unit vectors can be defined by 

simple dot product, weighted dot product, and complex 

measure Okapi BM25 (Best Matching 25) [5], see section 

II.C. The data matrix format is also called TF-IDF format, 

meaning term-frequency by inverse-document-frequency. 

Entropy is the measure of uncertainty in the classification, 

where the smaller the value of uncertainty, the better is 

the resulting classification. Accuracy is measured as: 

Precision, how accurate prediction is over only positive 

instances, Recall, how accurate positive prediction is for 

only relevant instances, and F-measure, which is the 

weighted Harmonic mean of Precision and Recall. 

B. Related work 

The field of machine learning is vast, challenging and, 

is increasingly being utilized by non-technical consumers, 

many of which do not have a basic understanding of the 

foundational principles. In our case, the task is to make a 

recommendation based on product reviews. At a high 

level, there are two kinds of tasks frequently seen in 

machine learning: classification, and ranking. There are 

several tools used to accomplish it, entropy and regression 

being two of them. For instance, a student in the class gets 

“A” grade, the letter grade is classification, and the 

numeric grade is determined by an algorithm for 

predicting the letter grade from multiple scores of tests, 

home works, and quizzes. The relative ranking of students 

in the same grade is determined from scores where the 

raw score lies in the scores range.  

Also, it is a de facto reality that more complex 

machine learning metric is not necessarily an improved 

evaluation technology; especially when data is limited. 

Simple techniques frequently outperform more complex 

ones [3]. In order to evaluate the usefulness of reviews of 

a product, we want to build upon the available resources.  

Several researchers have been working on sentiment 

classification using online product reviews with the goal 

to determine whether the consumers find the product 

useful. The machine learning for classification can be 

performed in two ways: supervised learning [6] to predict 

the semantics of adjectives, unsupervised learning [2] to 

classify reviews as helpful or no helpful by analyzing the 

semantic orientation of reviews. We use supervised 

machine learning here because there is a classification 

attribute in the data. The quality and helpfulness of the 

reviews is an active area of research. 

For supervised learning, [7] developed a method using 

support vector machine (SVM) to automate the review 

helpfulness evaluation, [8] used entropy-based approach 

to explore the online review helpfulness and [5] used 

bilinear approach for classification of Amazon data.  

The related area of research is the effect of online 

product reviews on the product sales. The consumers 

consider not only the reviews but also the reputation of 

the reviewer [9]. Finding a best data-mining tool is itself a 

data mining problem with no resolution. 

C. Helpfulness Metrics for Supervised Learning 

First, we briefly discuss the Entropy measure [8] and 

bilinear similarity [5] measures for relevance ranking of 

reviews for products. We will be using these measures in 

a hybrid fashion later in this paper. Our approach is 

unique as it uses the heuristics from singular value 

decomposition (SVD) and best of bilinear and entropy. 

The resulting metric may be used to determine relevance, 

classification and ranking simultaneously. 

An online review consists of words, including opinion 

words, product features, product parts, and other words. 

The importance of each word to relevance and helpfulness 

of a review is calculated from the training dataset that has 

the consumer voting data information. 

1) Helpfulness Model 

Let P be the set of products, p ∈P be a product; R be 

the set of reviews and r ∈R be a review. Let rh be the 

number of customers who vote for the review r as helpful. 

Let 𝑟ℎ̅  be the number of customers who vote against the 

review r i.e. the review r is “not helpful”. The review’s 

helpfulness measure is defined by 

𝐻 =
𝑟ℎ 

𝑟ℎ +𝑟ℎ̅ 
 . 

70



Let 𝜏 = 0.66, say, be the threshold to indicate that the 

review is helpful if H > 𝜏, i.e. two thirds of the consumers 

liked it. This is a simplistic view of the metric for 

classifying helpfulness of online reviews.  Two of the 

metrics, we use for our algorithm are information Entropy 

[8] and Bilinear similarity [5], both help in the overall 

ranking of the products. 

2) Entropy Model 

First, we derive formulation for general n categories 

and single item classification. Then we adapt it to a 

review consisting of several words for two categories: 

“helpful” and “not helpful”. Let C = {c1, c2, c3, … , cn} be 

the set of categories for products in the review space. 

Then information Entropy [10] needed to classify a 

review r is 

H(C) = − ∑ P𝑟(𝑐𝑖) log P𝑟(𝑐𝑖)
𝑛
𝑖=1  

H stands in honor of Boltzmann’s H-Theorem. Non-

uniform entropy is normalized by the maximum entropy -

log(
1

 𝑛
 ) = log(n), the normalized entropy is 

H(C)= − ∑
P𝑟(𝑐𝑖) log P𝑟(𝑐𝑖)

log 𝑛

𝑛
𝑖=1  

The amount of information contributed by a term t (or 

word relevant to a document) is 

H(C|t) = − ∑
P𝑟(𝑐𝑖|𝑡) log P𝑟(𝑐𝑖|𝑡)

log 𝑛

𝑛
𝑖=1  

Information gain (entropy reduction by knowledge of 

t) is then 

G(t) = H(C) - H(C|t) 

Higher the gain, higher the ability to classify, lower 

the uncertainty in the ability to classify. 

This is the standard metric used to classify unknown 

(new items, not in the training set) related items. To get a 

better estimate for prediction, we include the occurrence 

and non-occurrence of t 

G(t) = H(C) -P𝑟(t) H(C|t) - Pr( 𝑡 ̅) H(C|𝑡̅) 

contributes to the prediction ability. Larger the value 

of G(t), better predictor by knowledge of t. 

Note. In this case, “helpful” and “not helpful” are two 

categories. Let c1 be a category of “helpful” and c2 be 

“not helpful”. In order to differentiate prediction ability 

for two categories, G(t) upgraded to  

Gain(t) = {
𝐺(𝑡) 𝑖𝑓 𝑃(𝑐1|𝑡) > 𝑃(𝑐2|𝑡) 

− 𝐺(𝑡)     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒            
} 

3) Prediction Computation 

If there are n words in the review, then score is for a 

review is sum of the gain of each term  

𝑆𝑐𝑜𝑟𝑒(𝑟𝑖) =  ∑ 𝐺𝑎𝑖𝑛(𝑡𝑘) ∗ 𝑓(𝑟𝑖 , 𝑡𝑘)

𝑁

𝑘=1

 

where Gain(tk) is k-th word’s gain value, N is the number 

of words in review ri  and f(ri, tk) ,the Heaviside function, 

𝑓(𝑟𝑖 , 𝑡𝑘) = {
1  𝑖𝑓 𝑡𝑒𝑟𝑚 𝑡𝑘𝑜𝑐𝑐𝑢𝑟𝑠 𝑖𝑛 𝑟𝑖   

0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
  

The helpfulness of product reviews is modeled by Gain 

and their scores, higher the rank of review, more the 

helpful information.  

D. Bilinear Model 

Similarity learning is another area of supervised 

machine learning in artificial intelligence. Several 

attempts have been made to determine the relevance of a 

query q to a document d, e.g., similarity of two documents 

to detect plagiarism. Similarity property must satisfy 

sim(d,d)=1, sim(d,d1)=sim(d1,d), where d and d1 are  

documents. This model originates from simple cosine 

similarity or Euclidean dot product 

cos(q,d) = 
𝑞•𝑑

|𝑞||𝑑|
 

Closer cos(q,d) is to 1 more similar they are, closer 

cos(q,d) to zero, more dissimilar they are. Cosine 

similarity has one problem, that common irrelevant words 

can dominate the ranking. It is resolved by using the 

weighted cosine measure [11]  

cosw(q,d) =
(𝑞⨀𝑑)•𝑤

|𝑞||𝑑|
 

where w is the weight vector and ⨀ is Hadamard product 

operator. This definition violates the similarity property 

sim(d,d) = 1. Since the weight vector has positive 

components, we take the point wise positive square root 

of components, and get w=√𝑤⨀√w. Now the accurate 

weighted cosine is accurately defined as 

cosw(q,d) = cos (qw,dw) = 
𝑞𝑤•𝑑𝑤

|𝑞𝑤||𝑑𝑤|
 

where qw = q⨀√w  and     dw = d⨀√w 

It could not detect words that appear many times in a 

selected document, but which are rare among other 

documents. A new metric BM25 [5] was introduced to 

resolve this. 

𝑏𝑚25(𝑞, 𝑑) = ∑
𝐼𝐷𝐹(𝑞𝑖) • 𝑓(𝑞𝑖 , 𝑑) • (𝑘1 + 1)

  𝑓(𝑞𝑖 , 𝑑) + 𝑘1 • (1 − 𝑏 + 𝑏 •  
|𝑑|

𝑎𝑣𝑔𝑑𝑙
 )

𝑛

𝑖=1

 

where parameters qi is a word in the query q, d is a 

document, f is term frequency of qi, IDF inverse 

document frequency, ‘avgdl’ is the average document 

length, b and k1 are weight parameters; see [12, 13, 14] 

for further detail.  

The problem still persisted. These could not resolve 

query and document to be of different lengths and another 

problem was with the similar words. Bilinear measure 

uses the concepts in these measures and is able to 
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overcome their deficiencies. The bilinear model can 

compute the similarity of objects of different dimensions. 

TF-IDF like measures resolve some of the similarity 

issues: (1) irrelevant words issue of cosine measure via 

weighted cosine and (2) words frequent/important in one 

and rare in other documents issue via bm25 measure. But 

still there are other issues (1) different length documents, 

a query, and a document are mostly of different lengths, 

(2) concerning synonyms, i.e., different words being used 

to refer to the same concept, e.g. bright, sharp. (3) the 

same word may have different meanings, e.g. it is my 

“fan” versus he is my “fan”. Such problems are not 

resolved by the above-mentioned similarity measures. 

Since queries/reviews are done by different people, it is 

important to differentiate whether the questions and 

reviews are tangentially related and may be drawn from 

very different vocabularies [15], [8]. Thus, one needs to 

learn whether a word (say burning) is used for “fire” or 

“heat” in a given scenario. Bilinear models [16, 17] can 

help to address this issue by learning complex mappings 

between words in one corpus and words in another (or 

more generally between arbitrary feature spaces). A 

common approach for learning similarity is to learn 

correlation matrix M so that the similarity metric for q 

and d of possibly different lengths becomes qTMd. The 

correlation matrix is also suitable for streaming data. The 

matrix M can be quickly updated by a simple matrix 

addition. Thus, the compatibility between a query and a 

document is given by  

𝑞𝑇𝑀𝑑 = ∑ 𝑀𝑖𝑗 𝑞𝑖 𝑑𝑗 

𝑖=1,𝑛;𝑗=1,𝑛

 

where Mij encodes the relationship between a term qi 

in the query and a term dj in document d. It incorporates 

the relation between different words while Cosine handles 

the relation between the identical lengths query and 

document. This is a flexible metric because the 

dimensions of q and d can be different. In practice, M is 

very high-dimensional (square of the size of the 

vocabulary) sparse matrix.  Base on the size of vocabulary 

as compared to use in a query or document, we assume 

that it is a low rank matrix.  Any matrix M can be 

decomposed as M = USVT where S is a diagonal matrix 

with a few non-zero diagonal entries (eigenvalues of M), 

U and V are orthogonal matrices. They can be reduced 

depending on the rank of M. This is known as singular 

value decomposition (SVD) of M. For a related article see 

[18]. Now the similarity measure becomes  

qTMd = qTUSVTd = qTUS(dTV)T  

= (UTq) TS (VTd) 

Intuitively, UTq and VTd are projections of q and d on 

smaller spaces than the query and the document 

dimensions.  

These projections provide useful information about 

the dominant words. An interesting consequence of 

projections is that synonyms in q and d are projected to 

nearby words resulting higher inner product. Also, it 

optimizes the calculation over qTMd by replacing M by 

new M using reduced dimensions of U, S, and V. 

Note. In [5] the matrix M is decomposed into A and B 

such that M=ABT. It does not ensure that A and B are 

orthogonal matrices. This decomposition is not unique 

because there are several QR type decompositions, for 

example, we can have A=U, B=SV, or A=US, B=V or 

A=U√S and B=√SV etc.  

It is not beneficial to apply data mining algorithm 

before preprocessing the data. Bilinear similarity 

implicitly cleans up the data in resolving several issues 

mentioned earlier. Now that data has been reduced, we 

can apply entropy to the dataset with reduced dimensions 

of q and d. his yields a hybrid algorithm. In the previous 

section, we used Entropy on raw data. Overall we have 

hybrid data QA and text, hybrid algorithm using entropy, 

and bilinear similarity. 

In the experiments section, we use entropy and 

bilinear similarity of q and d. Next step will be to 

compare the outcomes by using compressed UTq and VTd 

instead of q and d. The hybrid algorithm will give even 

better decision power than the application of standalone 

algorithms. 

III. CONTRIBUTIONS OF THIS PAPER 

A. Hybrid Study 

This study began with a wider goal to develop novel 

algorithms, not just selectively use available algorithms, 

for better online classification and ranking of products 

and services. We ended up defining a hybrid approach to 

take advantage of the best features related to review data 

and available classifiers.  

Amazon review data for various products is both 

solicited and unsolicited. Unsolicited data ends up at the 

blogs and solicited data is in the form of queries, query by 

form (QBF). Unsolicited data is naturally unstructured. 

The QBF data is somewhat structured and is used in our 

research study to evaluate the effectiveness of the 

proposed algorithm. The raw data that we have used is 

available freely for use at [20] and is discussed in detail in 

sub-section C. 

For our study reported in this paper, we are using two 

types of records. First category of record type is in the 

form of plain text and contains nine attributes, they are: 

nominal (titleOfReview, reviewerID, reviewerName, 

productID, reviewText in the form of text comments), 

ordinal (productRating 0 to 5, ratingFrequency [helpful 

ratings, total ratings], interval (unixReviewTime, 

reviewDate). Here five of the attributes are irrelevant to 

the product review. The second category of data type is in 
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the form of questions and answers. Each record contains 

seven attributes: productID, questionType (y/n or open-

ended), answerType, questionText, answerText, 

unixTime, date. Again three of the attributes are not 

relevant to the analysis.  

We start with two categories of opinion based data, 

text reviews and QA, and calculate similarity score for 

data of each type uniformly. We then take the results and 

use the weighted contribution of each similar to the 

approach taken in [19]. We propose the weighting of each 

may be calculated from the datasets as follows. If the rT is 

the number of reviews in text form and rQ is the number 

of reviews in question/answer form, their contribution is 

weighted with weight vector   
(𝑟𝑇, 𝑟𝑄)

𝑟𝑇 + 𝑟𝑄
. 

The value of such a model is relevance, classification, 

and ranking parameters are learned simultaneously. This 

allows individual learners to focus on classifying only 

those instances that are ‘relevant,’ without considering the 

irrelevant instances.  

B. Ranking Algorithm 

We take advantage of many of the techniques 

surveyed in section II into a single adaptive hybrid 

algorithm to rank products. We use the following 

heterogeneous information related to a product as inputs 

to our approach: 

1. Text of the review 

2. Question/Answer data  

3. Rating of the product 

4. Rating of the reviews 

The QA data is further divided into the following 

categories: 

1. Normalized ratio of asked questions to answered 

questions, where 0 would indicate no answers and 1 

would indicate all questions are answered.  

2. Normalized relevance rating of the answer, 

where 0 would indicate the answer is not relevant and 1 

would indicate the answer is completely relevant. 

Overall the product is ranked on weighted QA rank, 

weighted text based review rank, and normalized rating 

using the adaptive hybrid algorithm defined in Figure 1. 

The weighting function of reviews vs QA ranks is 

calculated from the number of related dataset records. For 

example, if the rT is the number of records in text form 

reviews and rQ is the number of records in 

question/answer form, then the weight vector () is 

calculated as: 

(𝛾, 𝛿) = (
𝑟𝑇

𝑟𝑇 + 𝑟𝑄

,
 𝑟𝑄

𝑟𝑇 + 𝑟𝑄

) 

 

 

 

 

Algorithm: A product ‘i’’s final rank is given by: 

𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑅𝑎𝑛𝑘𝑖 =  𝛼 (𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑅𝑎𝑛𝑘𝑖) +  𝛽 (𝛾 ( 
𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑅𝑎𝑡𝑖𝑛𝑔,𝑖

𝑟𝑒𝑣𝑖𝑒𝑤𝑟𝑎𝑛𝑘,𝑖

2
 ) + 𝛿 ∗  𝑄𝐴𝑟𝑎𝑛𝑘,𝑖) 

where, 

 α and β are regression coefficients, α+ β=1 

 and are review data size weight factors, +=1 

 productRating,i: The normalized over [0,2] average of all product ‘i’ ratings received from reviewers. The 

initial value is 1. 

 𝑟𝑒𝑣𝑖𝑒𝑤𝑟𝑎𝑛𝑘,𝑖 = {
0.5 𝑒𝑛𝑡𝑟𝑜𝑝𝑦𝑅𝑎𝑡𝑖𝑛𝑔𝑖 + 0.5 

ℎ𝑒𝑙𝑝𝑓𝑢𝑙𝑅𝑎𝑡𝑖𝑛𝑔𝑐𝑜𝑢𝑛𝑡,𝑖

𝑡𝑜𝑡𝑎𝑙𝑅𝑎𝑡𝑖𝑛𝑔𝑐𝑜𝑢𝑛𝑡,𝑖
,    𝑖𝑓 𝑡𝑜𝑡𝑎𝑙𝑅𝑎𝑡𝑖𝑛𝑔𝑐𝑜𝑢𝑛𝑡,𝑖 > 0

𝑒𝑛𝑡𝑟𝑜𝑝𝑦𝑅𝑎𝑡𝑖𝑛𝑔𝑖 ,      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
} 

 𝑄𝐴𝑟𝑎𝑛𝑘,𝑖 = 0.5 𝑎𝑛𝑠𝑤𝑒𝑟𝑒𝑑𝑟𝑎𝑡𝑖𝑜,𝑖 + 0.5 𝑏𝑖𝑙𝑖𝑛𝑒𝑎𝑟𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑠𝑐𝑜𝑟𝑒,𝑖 

 answered ratio,i: the ratio of answered questions to asked questions  

 bilineaerSimilarityscore,i: normalized relevance rating of the answers using bilinear similarity 

Figure 1. Product ranking algorithm 
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The algorithm has the following desirable properties: 

1. The coefficients α and β can be fine-tuned to 

influence the adaptability of the rank to new 

information presented (in terms of reviews and 

Q&A). If the rank is α heavy, i.e., α > 0.5, the 

rank is more stable whereas if it is β heavy, i.e., 

β > 0.5, then the algorithm is more reactive to 

new information 

2. reviewrank is calculated by blending both user 

helpfulness rating and also the entropy-based 

machine learning rating, see sections II.C.1 and 

II.C.2. This removes any implicit or explicit bias 

in a particular product’s reviews and uses the 

information gathered as the collective wisdom to 

make the rating more neutral. 

3. Helpful reviews fused with higher productRating 

(greater than 1) score improves the overall 

product rank. Whereas, helpful reviews 

combined with the lower productRating (less 

than 1) score, pulls it down further. See Fig. 2 

for illustration. 

 

 
Figure 2. Impact of Review Rank on overall Product Rank for given 

Product Rating 

C. Dataset 

We used Amazon product review data for our 

analysis, particularly, the star ranking, reviews, and 

related Q&A. The raw data is available freely for use at 

[20] and contains product reviews and metadata from 

Amazon, including 142.8 million reviews spanning May 

1996 - July 2014. This dataset includes reviews (ratings, 

text, helpfulness votes), product metadata (descriptions, 

category information, price, brand, and image features), 

and links (also viewed/also bought graphs).and has been 

used in related research, such as [21]. 

As mentioned above, we are particularly interested in 

star ranking, review text, and Q&A text. For our analysis, 

we utilized the k-core subsets of Musical Instruments 

(500,000 records), Electronics (800,000 records), and 

Health and Personal Care (900,000 records) categories. 

Sample records are presented below:  

{ 
    "reviewerID": "A3LA5EHF2WWNFK",  
    "asin": "B000000545",  
    "reviewerName": "Philip Y.",  
    "helpful": [1, 1],  
    "reviewText": "One of the best albums I've ever heard. B-

Legit's great delivery and lyrics along with many fly guest featured 
over this tight production - it just makes a perfect album with the 
bay area flava. C-Bo, Kurupt, E40, Celly Cell and many more join 
the Savage in one of the west coast best and most underrated 
albums. Get that fly sh*t!!!",  

    "overall": 5.0,  
    "summary": "OFF THE HEEZY!!!!",  
    "unixReviewTime": 906681600,  
    "reviewTime": "09 25, 1998" 
} 

 

where 

 reviewerID - ID of the reviewer 

 asin - ID of the product 

 reviewerName - name of the reviewer 

 helpful - helpfulness rating of the review as 

[helpful ratings, total ratings] 

 reviewText - text of the review 

 overall - rating of the product out of [0, 5] 

 summary – summary/title of the review 

 unixReviewTime - time of the review (unix time) 

 reviewTime - time of the review (raw) 

Review data record in the form of QA: 

 
{ 
    'questionType': 'yes/no',  
    'asin': '9792372326',  
    'answerTime': 'Jan 21, 2015',  
    'unixTime': 1421827200,  
    'question': 'Will the K10 be damaged if its XLR output is 

connected to a mixing board and somebody accidentally pushes 
the +48V phantom power button on the board?',  

    'answerType': 'N',  
    'answer': 'no' 
} 

 

where 

 questionType - type of question. Could be 

'yes/no' or 'open-ended' 

 asin - ID of the product 

 answerType - type of answer. Could be 'Y', 'N', 

or '?' (if the polarity of the answer could not be 

predicted). Only present for yes/no questions. 

 answerTime - raw answer timestamp 

 unixTime - answer timestamp converted to unix 

time 

 question - question text 

 answer - answer text 
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IV. EVALUATION AND DISCUSSION 

We start by calculating the entropy measure of 

product reviews. Using the entropy based classification 

model as explained in section II B, we calculate the Scorei 

for the reviews per product ‘i’. We have used k-fold cross 

validation, k=10, to optimize the model parameters to 

make the model fit the training data as best as possible. 

We have used Amazon’s Elastic Map Reduce (EMR) 

service, using Java, to sift through both the review and the 

QA files, see description of dataset in the next section. 

Below is the brief description of the two phases used, also 

depicted in Figure 3. 

Phase 1: The mappers map the review and QA data to 

a product ASIN, whereas the Reducers output the data per 

product in the form of a string array.  

Phase 2: The mappers calculate the stats, entropy and 

bilinearity, per product, whereas the Reducers take all the 

relevant stats per product and using algorithm given in 

Figure 1, output the final rank.  

 

Figure 3. MapReduce Phases for calculating the Product Rank. Blue 

boxes represent Mappers and orange boxes represent Reducers. 

 

The entropyRatingi measure, as used in the algorithm 

presented above, is calculated as: 

𝑒𝑛𝑡𝑟𝑜𝑝𝑦𝑅𝑎𝑡𝑖𝑛𝑔𝑖 =
𝑆𝑐𝑜𝑟𝑒𝑖

𝑆𝑐𝑜𝑟𝑒𝑚𝑎𝑥

  

𝑆𝑐𝑜𝑟𝑒𝑚𝑎𝑥 = max ∀𝑆𝑐𝑜𝑟𝑒𝑖   

 

Hence entropyRating will be 1 for the product with 

maximum score, and will be distributed in the unit 

interval [0, 1] for all other products.  

Table I and II present the precision, recall and F-

measures for the entropy-based classifications of reviews 

as ‘helpful’ and ‘unhelpful’ 

TABLE I.  PRECISION, RECALL, AND F-MEASURE FOR REVIEWS 

CLASSIFIED AS ‘HELPFUL’ 

 
Precision Recall F-Measure 

Musical 

Instruments 
0.78 0.76 0.76987 

Health and 

Personal Care 
0.76 0.77 0.764967 

Electronics 0.72 0.79 0.753377 

 

TABLE II.  PRECISION, RECALL AND F-MEASURE FOR REVIEWS 

CLASSIFIED AS ‘NOT HELPFUL’ 

 
Precision Recall F-Measure 

Musical 

Instruments 
0.79 0.75 0.769480519 

Health and 

Personal Care 
0.75 0.78 0.764705882 

Electronics 0.74 0.77 0.754701987 

 

In Table III we present some product ranking 
examples. The product rank is calculated by both the old 
method, which is simply the average of all the product 
ratings received by the users and the new method, which is 
based on our algorithm. We would like to elaborate on the 
interesting contrasts in the two methods. If you look at 
examples 1-3, the old ranking is the same for all three 
cases, as the product rating is the same. However, the new 
ranking is quite different for the three cases. It is all the 
more interesting is to see how the new product ranking 
accurately reflects the review ranks and QA ranks, with 
higher values reflected in higher ranks and vice versa.  

TABLE III.  PRODUCT RANK AS CALCULATED BY OLD AND 

NEW ALGORITHM 

            

  
Product 

Rating 

Review 

Rank 

QA 

Rank 

Product 

rank (new) 

Product 

rank (old) 

1 1.9 0.5 0.5 0.5946012 0.95 

2 1.9 0.8 0.8 0.8177754 0.95 

3 1.9 0.3 0.3 0.4530861 0.95 

4 1.1 0.8 0.8 0.6698076 0.55 

5 1.1 0.8 0.4 0.4698076 0.55 

6 0.5 0.8 0.8 0.5435873 0.25 

7 0.5 0.3 0.8 0.6030631 0.25 

 

Examples 4 and 5 show the effect of different QA rank 
on the overall product ranking where the product rating 
and review rank is the same. Where the old product rank is 
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solely dependent on product rating, the new rank reflects 
the QA ranking proportionally. Similarly, examples 6 and 
7 reflect the effects of different review rank when product 
rating and QA rank are the same. It is, however, important 
to note that here the higher review rank resulted in lower 
overall product rank. This is one of the key characteristics 
of our algorithm, i.e., helpful reviews on a product 
increase the authenticity of the lower rating. Hence, two 
products with same low product rating but one having 
more ‘helpful’ reviews is an indication of a strong negative 
response towards the product. Hence in the overall 
ranking, this product falls further below the rank list. 

V. CONCLUSION AND FUTURE WORK 

Several commercial websites for products and services 

provide platforms for the consumers to share their 

opinions. In this paper, we developed a hybrid adaptive 

algorithm that uses heterogeneous product review data 

(star ranking, text based reviews, question/answer data) to 

simultaneously analyze and evaluate the reviews in order 

to rank similar products. We show that adapting the 

ranking algorithm by simultaneously using Entropy and 

Bilinear Similarity measures yields more accurate 

evaluation than using them in isolation and on restricted 

data types. For experimentation and evaluation we used 

three categories of Amazon.com review data: k-core 

subsets of Musical Instruments, Health and Personal Care 

and Electronics to simultaneously analyze and evaluate 

the reviews for product ranking. The results of 

experiments are displayed using Gold standard metrics 

with the help of tables. We showed that our hybrid 

approach is effective and yields results which make not 

only intuitive sense but are mathematically sound.  

In this work we have used weighted scores of Entropy 

and Bilinearity breadth first techniques. In future, we 

would like to explore the potential for depth first hybrid 

algorithm. Also, we would like to further expand this 

work to enable product related predictions for both 

consumers and sellers.  
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Abstract—Group-level crowd behavior analysis is a new and 

promising method with important applications for the video 

surveillance and understanding of crowds. However, a specific 

definition for a group in a crowd field has rarely been investigated. 

This paper proposes a complete and reasonable definition for a 

group in a crowd field and presents a fast and automatic group 

detection method. First, automatic and fast density clustering 

(AFDC) is used to find the group core, which is then refined based 

on the property of coherent neighbor invariance. This detection 

method is more adaptive to groups with arbitrary shapes and 

varying densities because the group core is refined with coherent 

neighbors. Experiments on hundreds of video clips of public 

scenes showed that the method achieved an excellent detection 

performance and attractive statistical results. In particular, the 

number of people in a group exhibits a power-law distribution 

truncated by an exponential tail; this is significant to 

understanding crowd scenes and crowd simulation. 

Keywords—group detection; group level; crowd behavior 

analysis; density clustering; power-law distribution 

I. INTRODUCTION 

A crowd is a large number of persons gathered closely 
together. The behavior analysis of crowds has important 
applications in public areas of high security interest. Because 
groups are the primary entities that make up a crowd and impact 
crowd dynamics [1, 2], group-level behavior analysis is a very 
important method for characterizing and comparing the 
dynamics of different crowded scenes. Understanding group 
dynamics is scientifically important and practically useful for 
crowd behavior analysis [3, 4]. However, a specific definition 
for a group in a crowd has rarely been given, even though groups 

have been extensively studied in the socio-psychological and 

biological fields [5–7]. 

There is a rich body of literature [1, 8–10] suggesting that a 
crowd generally maintains the important property of 
collectiveness, i.e., the majority of pedestrians tends to move in 
groups with friends and family members. The state of a group 
can be greatly different: it may be stationary at some point but 
become mobile following crowd dynamics with diverse 
densities and varying shapes other times. The collective 
phenomenon is more prominent in dense crowds [2, 11]. As a 
set of members with a common goal and collective behavior, a  
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 (a)      (b) 

  

 (c)      (d) 

Figure 1. Examples of overlapping and hierarchical properties of a group. (a) 

The red individual was originally part of the blue group and now belongs to the 
orange group. (b) The group can be viewed as hierarchical: the stable 

individuals comprise the group core (blue), which collects other coherent 

individuals (green) into a group. The remaining individuals not belongs to any 
group are outliers (black). (c) The collectiveness of a group in the real world; 

the two groups in opposite directions merge into a bigger group. (d) The 

important people (person giving the award and person receiving it) may be part 
of the group core (all four people). 

group often exhibits two other properties in the real world: 
overlapping and hierarchy. These can be abstracted from the 
common phenomenon where some individuals of a group move 
towards the same goal while being surrounded by other coherent 
individuals. This is important when analyzing crowd behavior 
at the group level. Fig. 1 shows some examples. Overlapping 
means that some individuals belonging to one group may be part 
of another group at another time, especially when the group 
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splits or merges in extremely crowded situations. Depending on 
the level of importance and correlation with the group center, 
individuals in a group can be divided into two levels: the group 
core and coherent individuals. Thus, groups can be viewed as 
hierarchical: stable individuals comprise the group core, which 
collects other coherent individuals into a group. 

To better understand these properties of a group in a crowd, 
the problem of detecting a group must be solved first. Many 
methods have been proposed to detect groups [1, 12–14]. 
However, these methods cannot be applied to complex patterns. 
Later works [6, 15] have developed models by abstracting the 
spatiotemporal coherent relationships to provide more 
satisfying results. These emphasized finding the group without 
accounting for the hierarchical attributes. 

Group detection can be a complex problem in crowded 
scenes [16], especially when considering groups with arbitrary 
shapes and varying densities. However, hierarchical clustering 
(HC) [8] and the density peaks method [17] cluster tracklets 
under the assumption that the cluster center is surrounded by 
neighbors at a lower density or by using velocity and spatial 
constraints. It is difficult for these methods to handle crowd 
problems with varying densities. Other methods [18, 19] that 
use a motion flow field are limited to specifying the clustering 
number manually. The most recent methods [17, 7] require a 
factor given manually, which needs field experience. Shuai et al. 
[2, 11] tried to analyze group attributes but could only handle 
the problem when the groups are stationary. 

For application to video surveillance, another key challenge 
is efficiency. The diverse scenes from large amounts of video 
require a much more efficient way to quickly detect group 
dynamics. Approaches based on optimal flow [4, 13, 20, 21] 
consider large amounts of tracking points, and methods based 
on local coherent relationships [3, 6, 8, 15] need to maintain the 
topological structure and update it with iterative computations. 
The time cost for all of these is so high that they cannot be used 
in real-time applications. 

The goal of our research was to profile a group in a crowd, 
give a specific visual definition, detect the group, study the 
statistical properties, and consider the impact on crowd 
dynamics. We considered a group to be a set of members with a 
common goal and collective behavior and having two common 
properties: overlapping and hierarchy. Groups are the primary 
entities that make up a crowd. Their dynamics are influenced by 
the crowd dynamics, and their impact on crowd cannot be 
ignored either. To the best of our knowledge, we are the first to 
try to comprehensively and systematically give a relatively 
specific definition based on previous research. The main 
contributions of our approach include the following: 

 A novel automatic and fast density clustering algorithm 

is proposed. There are three salient properties must not 

be ignored: (a) recognizing outliers accurately, (b) 
automatically determining the group number and group 
center without any manual intervention, and (c) accurate, 
efficient, and easy real-time application. 

 A new fast and robust group detection method is 
developed that is based on the Automatic and Fast 
Density Clustering (AFDC) algorithm and combined 

with spatiotemporal neighbor invariance to characterize 
the underlying priors between neighbors. This detection 
method is more robust against complex scenes and it is 
also presented to uncover both local and global attributes. 
It can be effectively applied to groups with arbitrary 
shapes and varying densities. 

 A short but comprehensive definition is presented for 
depicting groups in a crowd along with interesting 
statistical findings. Since it has attracted a great number 
of attention, there is no proper definition for a group. 
Based on a great deal of research, we limited a “group” 
to a specific meaning in a crowd field. This served as an 
inspiration for group understanding and crowd behavior 
simulation. Similar to collective phenomena in colonies 
[5], human groups also show interesting statistical 
results. 

 

II. RELATED WORKS 

For a long time, crowd analysis has been conducted at the 
macroscopic or microscopic level. At the macroscopic level, the 
main research focus has been the global motions of massive 
numbers of people; crowd behavior analysis did not consider the 
movements of individuals [4, 22–24]. At the microscopic level, 
the crowd is treated as a collection of individuals [25, 26], and 
analysis is based on the collective information of individuals. In 
contrast, some studies tried to analyze crowds at the group level 
[3, 8]. There are two main methods for recognizing groups in a 
crowd: shape classification and trajectory analysis. There are no 
fine methods for group detection by shape classification, while 
methods based on trajectory/tracklets greatly rely on object 
detection and tracking. 

Coherent motion is an important phenomenon that has 
attracted a great deal of attention in a wide range of fields, from 
biology [5, 27] to physics [28], and cannot be ignored in video 
analysis. There are many similarities between group dynamics 
and coherent motion; both have the same goal and demonstrate 
collectiveness in a crowd. 

State-of-the-art methods [3, 6, 7] have achieved group 
detection through tracklet analysis. Shao et al. [3] proposed the 
novel Collective Transition (CT) prior to capture the underlying 
dynamics of a group and devised a set of visual descriptors to 
quantify the universal properties of groups in a crowd. Wu et al. 
[7] developed the Collective Density Clustering (CDC) 
approach, and Zhou et al. [6] presented Coherent Filtering (CF) 
to recognize coherent motion. However, the above methods are 
unfeasible for real-time application or require manual 
intervention. More importantly, none of them analyze crowd 
behavior at the group level nor learn groups with both 
overlapping and hierarchical properties. 

Other works [23, 29] focusing on scene-specific analysis 
may not be applied to groups with arbitrary shapes and varying 
densities. Our work is significantly different from the above 
research as follows: (i) We analyzed crowd behaviors at the 
group level and considered the overlapping and hierarchical 
properties when profiling a group, (ii) and our approach can 
handle groups both in crowded scenes and in low-density or 
disconnected areas. 
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III. GROUP DETECTION METHOD 

We define a group as a collection of individuals who gather 
together and move towards the same goal. Examples in the real 
world have shown us that groups are usually overlapping and 
hierarchical. A group is generally a special part of crowd but 
goes beyond a simple collection of several individuals. The 
members of a group are usually spatially proximate or 
temporally coherent, and a group is a dynamic and independent 
unit that demonstrates various fundamental properties. Its 
activities can greatly influence the crowd in diverse modes. 

In this paper, we propose a group detection method based on 
this definition. First, we detect the group core automatically by 
quickly finding the peak density of individuals. The accuracy 
and efficiency of our method guarantee its effectiveness for real-
time application and make it robust against arbitrary shapes and 
varying densities in changing scenes. We then refine the group 
members with the coherent neighbor invariance prior. This 
reflects the overlapping property of the group and our approach 
achieves detection with both local and global properties. Groups 
vary in different scenes. Examples are shown in Fig. 2. 

Motion features are detected with the gKLT feature point 
tracker [15]. Each group {𝐺𝑖} encompasses a set of tracklets {𝑧}. 
For better performance, the expectation–maximization (EM) 
algorithm is used to fit the tracklets. 

A. Automatic and Fast Density Clustering 

The AFDC algorithm is the main part of the group detection 
method. First, we set the parameters for the algorithm, and we 
explain the differences between our algorithm and the normal 
one [17]. We then find the group center for each group and solve 
for the group members. Here, the group members comprise the 
group core. 

1) Initial Parameters 
In contrast to the normal density calculation method [17], 

our method can estimate both the position and orientation to 
solve the problem. 

In two-dimensional space, consider a crowd {𝐶} possessing 
N points, where {𝐶𝑖}  is the set of points and ‖𝐶‖ = 𝑁 . We 
consider every point 𝐶𝑖  (𝑖 = 1 … 𝑁) as a vector with the spatial 
position (𝑥𝑖 , 𝑦𝑖)  and orientation 𝛼𝑖 . The orientation for each 
point at the certain frame can be calculated by neighbouring 
several frames. The similarities  (including distance and 
orientation) between two points 𝐶𝑖 and 𝐶𝑗are denoted as 

 𝑑𝑥𝑦(𝑖, 𝑗) =  √ (𝑥𝑖 −  𝑥𝑗)2 +  (𝑦𝑖 −  𝑦𝑗)2  (1) 

𝜃(𝑖, 𝑗) = |𝛼𝑖 −  𝛼𝑗|   (2) 

Now, we can calculate the density 𝜌𝑖 as a Gaussian kernel 
function: 

𝜌𝑖 = ∑ exp  (−
𝑑𝑥𝑦(𝑖,𝑗)∗ (cos 𝜃(𝑖,𝑗)+1)

𝑑𝑐𝑢𝑡
)𝑗   (3) 

The salient difference between this parameter and the 
primary one [17] is that the position and orientation can be 
synthetically estimated at the same time. As we know, cos 𝜃 is 
a monotonic decreasing function from 1 to 0, where the 

independent variable 𝜃  changes from 0 to 
𝜋

2
. Thus, the 

orientation 𝜃 can adjust the error grouping for only the distance, 
but a small 𝜃  will be in the same group. In addition, 𝛿𝑖 
represents the closest distance from other points with a higher 
density 𝜌𝑖. For the point 𝐶𝑖, 𝛿𝑖 is denoted as 

𝛿𝑖 = 𝑚𝑖𝑛𝑗: 𝜌𝑗 >𝜌𝑖
 𝑑𝑥𝑦 (𝑖, 𝑗)   (4) 

For the point with the highest density, 𝛿𝑖 = max 𝑑𝑥𝑦  (𝑖, 𝑗). 

Because the accuracy of 𝜌𝑖 heavily depends on the threshold 
𝑑𝑐𝑢𝑡, we propose an automatic method to handle this inevitable 
problem by using entropy without depending on subjective 
experience [7, 17]. We were inspired by the Shannon entropy; 
in information theory, entropy is often used to quantify the 
uncertainty of a probability distribution when a specific event is 
observed. We calculate the entropy 𝐻  for the point 𝐶𝑖  ( 𝑖 =
1 … 𝑁) with the density 𝛿𝑖 as follows: 

𝐻 = −∑𝑖
𝑁 𝜌𝑖

𝑊
log

𝜌𝑖

𝑊
   (5) 

where 𝑊 = ∑𝑖
𝑁𝜌𝑖 is the normalization factor. We then establish 

the function 𝐻  with the independent variable 𝑑𝑐𝑢𝑡 . We 
performed experiments to prove the effectiveness of this method. 

2) Detecting the Group Core 
Inspired by the new clustering method [17], the first step after 
the density 𝜌𝑖  and distance 𝛿𝑖  are defined is determining the 
group center for each subgroup. A larger value of 𝜌𝑖 indicates 
that the point 𝐶𝑖 has more neighboring points, and 𝛿𝑖 is much  

   

(a)                                            (b) 

   

(b)                                               (d) 

Figure 2. Groups in several representative crowd scenes. Scatters and arrows with 

different colors indicate different groups, and red crosses indicate the outliers. (a) 

Non-uniform group. (b) Crowd with low density. (c) Groups in an extremely 
crowded scene. (d) Marching soldiers and stationary nearby visitors. 
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Algorithm 1 Automatic and Fast Density Clustering 

Input: Number of points N, set of points {𝐶𝑖} (𝑖 = 1 … 𝑁) 

Output: Number of group M, the clustering result 
{𝐺𝑟𝑜𝑢𝑝𝑗  | (𝑗 = 1 … 𝑀)} 

1:   FOR 𝑖 =  1 TO 𝑵 

2:          FOR  j = i+1 TO N 

3:                    𝑑𝑥𝑦(𝑖, 𝑗) =  √ (𝑥𝑖 −  𝑥𝑗)2 +  (𝑦𝑖 −  𝑦𝑗)2 

4:                    𝜃(𝑖, 𝑗) = |𝛼𝑖 − 𝛼𝑗| 

5:           END               

6:   END 

7:   FOR 𝑖 =  1 TO 𝑵 

8:            𝜌𝑖 = ∑ exp  (−
𝑑𝑥𝑦(𝑖,𝑗)∗ (cos 𝜃(𝑖,𝑗)+1)

𝑑𝑐𝑢𝑡
)𝑗  

9:   END 

10: FOR 𝑖 =  1 TO 𝑵 

11:         IF 𝜌𝑖 is larger than any other points 

12:              𝛿𝑖 = max 𝑑𝑥𝑦  (𝑖, 𝑗) 

13:         ELSE  𝛿𝑖 = 𝑚𝑖𝑛𝑗: 𝜌𝑗 >𝜌𝑖
 𝑑𝑥𝑦 (𝑖, 𝑗) 

14: END 

15: FOR 𝑖 =  1 TO 𝑵 

16:         𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖 = 𝜌𝑖* 𝛿𝑖 

17: END 

18: SORT(𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖 , 𝐷𝐸𝑆𝐶)/*sort the 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖*/ 

19: FOR 𝑖 =  2 TO 𝑵 

20:       𝑔𝑎𝑝𝑖  = 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖−1 – 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖 

21:       IF 𝑔𝑎𝑝𝑖  > TH 

22:                𝐺𝑟𝑜𝑢𝑝𝑖  = i-1 

23:       ELSE  BREAK 

24:  END 

25:  FOR 𝑖 =  1 TO 𝑵 

26:        Assign point according its distance to group center. 

27:  END 

Return: {𝐺𝑟𝑜𝑢𝑝𝑗  | (𝑗 = 1 … 𝑀)} 

 
larger than the nearest neighbor distance only when 𝐶𝑖 has the 
maximum density. We determine the group centers subjectively 
according to the larger 𝜌𝑖  and 𝛿𝑖 . In contrast to the typical 
method in [17], the initial group center is determined by 
𝑚𝑎𝑥𝑖(𝜌𝑖 × 𝛿𝑖). We select the value for which the gap between 
the neighboring two (𝜌𝑖 × 𝛿𝑖)   is larger than a threshold TH, 
which is far above the other gap. 𝐺𝑟𝑜𝑢𝑝𝑖 = 𝑖 is used to number 
the group centers. Other group members are assigned later in 

descending order of 𝜌𝑖 . Except for the initial group centers, 
other points are assigned as follows. For the points 𝐶𝑖 and 𝐶𝑗 

with 𝜌𝑖 < 𝜌𝑗 , the point 𝐶𝑖  is assigned to the nearest point 𝐶𝑗 

when 𝑑𝑥𝑦 <
𝑑𝑐𝑢𝑡

cos 𝜃 (𝑖,𝑗)+1
. Our method has two features: (a) 

points should in the same group with the nearest neighbor of 
higher density, and (b) points in one group show no great 
difference in orientation. Thus, it can be used to determine the 
number of groups. 

After we define the center and core of groups, we can also 
determine outliers, including those inside groups. Outliers often 
occur when the group contains too few points or the orientations 
of points in one group are inconsistent. The outliers are grouped 
into a single point. The method can correctly identify outliers. 

Algorithm 1 presents the details of the AFDC algorithm. 

B. Group Refinement with Coherent Neighbor Invariance 

We considered the collectiveness of a group combined with 
the spatiotemporal relationship between individuals to refine the 
group core. Experiments on synthetic data have shown the 
existence of Coherent Neighbor Invariance, including both 
spatiotemporal and velocity relationships [6]. 

Based on the underlying prior in the dynamics of crowd, we 
tried to finding volatile individuals with coherent behavior 
mainly from observing the time series for group cores. For every 
point 𝐶𝑖  𝑖 = 1 … 𝑁)  at time 𝑡 , where the frame 𝑡  contains 𝑁 

individuals, we denote the 𝐾 nearest neighbors as 𝑁𝑡
𝑖. From the 

time 𝑡 to 𝑡 + 𝑑 , the invariant neighbor set 𝑀𝑡→𝑑
𝑖  contains the 

invariant neighbors among the 𝐾  nearest neighbor set. For a 
certain individual A in the same group as another individual B, 
A tends to keep in the KNN set of B [6] over time. We define 

the new group 𝐺  as the union of 𝑀𝑡→𝑑
𝑖  and the group core, 

where i indicates the group center individual. 

 

IV. EXPERIMENTAL RESULTS 

We evaluated our proposed group detection algorithm for 
diverse and varying crowd scenes in the real world, such as 
escalators, crossroads, marathons, and railway stations. Some 
fascinating group characteristics were observed in the statistical 
experiments, and the application to crowd simulation 
demonstrated the effectiveness of our method. 

A. Experimental Setup 

Evaluations were mainly conducted on the CUHK Crowd 
Dataset for group detection and statistical analysis. This dataset 
contains crowd videos with various densities and perspective 
scales, including 474 video clips from 215 scenes. Shao et al. [3] 
manually annotated tracklets from 300 video clips. Tracklets not 
belonging to any group were annotated as outliers. 

B. Parameter Setup 

We used the entropy method to automatically determine the 
only parameter of the AFDC algorithm. We confirmed the 
effectiveness of the entropy method by designing an experiment 
with the CUHK Crowd Dataset [3] to investigate how the 
density threshold influences the quality of the summaries. We 
tuned the density threshold by varying 𝑘 from 1% to 5% of the 
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total 𝑁. We calculated 𝑑𝑐𝑢𝑡 with 𝑘 and 𝑁 from the experiment 
and chose the best parameter, as we did before. In general, a 
large number of experiments should be done to obtain the 
parameter. Fig. 4 indicates that our group detection method 
performed the best for specific scenes where the density 
threshold 𝑑𝑐𝑢𝑡  was set to 60 around 𝑘 = 2% and started to drop 
significantly before 50 and after 80. This proved that our method 
can detect groups automatically. The density threshold 𝑑𝑐𝑢𝑡  is  
calculated automatically by choosing the independent 
variable𝑑𝑐𝑢𝑡  of the function 𝐻 when the dependent variable 𝐻 
mutates. Fig. 3 shows an example. 

 

Figure 3. Function 𝐻  with varying 𝑑𝑐𝑢𝑡 . We select the right 𝑑𝑐𝑢𝑡  at the 
inflection point.  

 

C. Group Detection Performance 

We compared our method with state-of-the-art group 
detection approaches using Collective Transition priors  [3] and 
Coherent Filtering (CF) [6]. Owing to the expensive time cost 
of handling video clips of various lengths, we only took the first 
30 frames from each clip to analyze. Experiments have shown 

that considering longer frames does not make a significant 
difference [3]. The ground truth was based on the CUHK dataset 
[3]. Fig. 5 compares examples of the detected results and ground 
truth. 

CF is sensitive to tracking errors because it detects coherent 
motions just by considering neighbor relationships, not the 
whole dynamics of the whole group. Another reason is that CF 
first detects coherent motions among neighbors in several 
frames that it associates with the group. Therefore, its errors 
accumulate. CF works well in crowded scenes but not in 
situations when the group merges or splits. CT is a state-of-the 
art group detection method with novel universal properties for 
groups in crowds. It works well in both sparse and crowded 
scenes. However, it cannot identify outliers well, especially 
those within groups. Because of the preprocessing method 
needing to maintain a neighbor set and the later iterative process, 
CT is extremely time-consuming and inapplicable to scenes in 
real-time. Table I compares the efficiencies of CT and our 
method in detail. We chose five representative scenes with 
different frames, sizes, and tracking points. Both CT and our 
method are based on the gKLT [30] tracking strategy. The 
efficiency is related to the number of tracking points. The 
experiments showed that our method works more than ten times 
faster than CT and can easily be applied to real time scenes. 

To some extent, the group detection method can be seen as 
a clustering process, which is convenient for quantitative 
evaluation. We adopted three widely used measurements for 
evaluation: Normalized Mutual Information (NMI) [31],    
Purity [32], and the Rand Index (RI) [33]. Table II compares the 
values. Our method and CT performed at the same level, but our 
method was much more efficient than CT. 

 

 

 (a) 𝑘 =  1%                  (b) 𝑘 =  2%              (c) 𝑘 =  3%                             (d) 𝑘 =  4%                         (e) 𝑘 =  5% 

Figure 4. Crowd scene: Station. 𝑘 changes from 1% to 5% of total 𝑁 

 

 

TABLE I.  EFFICIENCY COMPARISON WITH CT AND OUR DETECTION METHOD 

Methods    CT Ours 

 Frames Tracking points Size Time per frame Time per frame 

Scene 1 184 1500 856 × 480 20.713 s 1.189 s 

Scene 2 152 1000 856 × 480 13.564 s 0.649 s 

Scene 3 201 1000 1920 × 1080 37.687 s 1.463 s 

Scene 4 1001 500 960 × 540 31.498 s 0.501 s 

Scene 5 123 1500 1920 × 1080 39.613 s 1.764 s 
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Figure 5. Comparative results of group detection with three methods in five diverse crowd scenes. Groups are distinguished with colors. Arrows indicate moving 

directions, and red crosses indicate the outliers. Best viewed in color. 

D. Group Statistical Characteristics 

Inspired by the collective motion of bacterial colonies [5], 
we observed some interesting results that will play an important 
role in crowd simulation and crowd scene understanding. Our 
statistics for a large number of groups showed that the number 
of individuals in a group exhibits a power-law distribution 
truncated by an exponential tail. The statistical properties 
become more obvious with enough groups. This can be a great 
guide for crowd simulation and understanding scenes.  

With regard to the degree of the power-law distribution, 
this a common phenomenon, especially for human beings. This 
is a distinctive property of complex networks and is of interest 
in activities involving human beings. Fig. 6 shows an example. 

TABLE II.  COMPARISON OF GROUP DETECTION METHODS 

Methods NMI Purity RI  

CF [6] 0.43 0.72 0.76 

CT [3] 0.49 0.78 0.82 

HC [8] 0.27 0.62 0.73 

Ours 0.52 0.83 0.86 

 

  (a) 𝑁 =  2843   (b) 𝑁 =  8547 

Figure 6. The abscissa is the group size, and the ordinate is the number of 

groups. (a) The total group number 𝑁 is 2843. (b) The total group number 𝑁 
is 8547. The red straight line fits the power-law distribution, and an 

exponential tail can be observed. 

 

 

V. CONCLUSION 

In this paper, we systematically analyzed group behavior. 
used the AFDC algorithm to detect groups in a crowd. We 
obtained important and interesting attributes intrinsic to a group 
through a statistical approach. These findings are vital to group 
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state analysis, crowd simulation, and crowd motion 
understanding. The advantage of our approach is that it can 
work with human intervention and provides excellent 
performance in terms of both accuracy and efficiency. The 
much higher efficiency of our method due to algorithm 
optimization and more efficient programming language means 
that it can be applied in real time to extremely complex scenes. 

This work may open an interesting field. Further research is 
needed, such as video surveillance to define and detect group 
events and characterizing people to divide a group into three 
level. In the future, the following improvements will be made to 
the method: developing a more robust and accurate multi-object 
detection algorithm for tracklets, developing a better 
preprocessing algorithm for the tracklets, and reducing the 
repetitive computation for a faster AFDC algorithm 
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Abstract

The Dynamic Programming Algorithm (DPA) was devel-
oped in the fifties. However, it is sometimes still used nowa-
days in various fields because it can easily find the global
optimum in certain optimization problems. DPA has been
applied to problems of one, two or three dimensions. When
the dimension of the problem solved by DPA is equal to one
the complexity of the algorithm is polynomial but if the size
is greater than one, the complexity becomes NP complete.
In such cases a practical implementation of the algorithm is
possible only using some approximation. In this paper we
present a novel approximation of the two-dimensional Dy-
namic Programming Algorithm (2D-DPA) with polynomial
complexity. We then describe a parallel implementation of
the algorithm on a recent Graphics Processing Unit (GPU).

1 Introduction

In this paper we describe an approximation of the two-
dimensional Dynamic Programming algorithm (2D-DPA)
and its implementation on a GPU device with CUDA ar-
chitecture. It is well known that the the two-dimensional
dynamic programming algorithm is NP-complete. Hence,
approximate versions are required for its execution. The
approximation we propose here has a polynomial complex-
ity.

The dynamic programming algorithm (DP) is based on
the principle of optimality of Richard Bellman [3] and it is
an elegant method for finding the global solution to certain
optimization problems. Although the optimization problem

with dynamic programming was originally formulated as a
continuous variational problem, later it was first discretized
and then solved as a combinatorial problem (namely dis-
crete) optimization [1]. The application of the dynamic pro-
gramming algorithm requires that an optimization problem
is formulated as a series of simpler problems. The global
optimum is obtained by the sequence of local optima. A
classic example is to align two sequences of symbols, which
has found application in speech recognition [21] and bioin-
formatics [30].

DP has been applied to various problems of pattern
recognition and computer vision [1, 9]. Although there are
many other optimization techniques, DP is an ideal tech-
nique to solve many discrete optimization problems such
as inventory management, scheduling of activities or pack-
aging of objects. Recently Buchanan and Fitzgibbon [4]
describe an algorithm that processes multiple hypotheses
for tracking mobile objects with dynamic programming. In
[31, 15] methods for computing the disparity map of stereo
images with dynamic programming are described. Further-
more, the elastic comparison between images as described
for example by Uchida [29] is a typical application of the
two-dimensional dynamic programming.

While DPA was originally used as a method to efficiently
solve optimization problems, [3], Angel [2] uses the ana-
lytical DP to smooth iterpolated data. Serra and Berthod
[22] and Munich and Perona [19] use the DP algorithm
for aligning non-linear one-dimensional patterns. Most re-
cently, Uchida et al. [25] use DPA for tracking objects.

The algorithm of DP (and its extension, the stochas-
tic programming, namely the Hidden Markov Models) is a
classic technique for recognizing the spoken voice [21] and
for the recognition of printed characters [17].

1
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Many researchers have extended one-dimensional dy-
namic programming algorithms (1D-DP) to the two-
dimensional case. The comparison of images by two-
dimensional DPA has been described for example in [16,
26], but the authors have met the computational difficulties
due to the NP completeness of the problem [14].

To address this computational difficulty, different ap-
proximation strategies have been proposed, with the aim of
arriving at a solution with polynomial complexity but with
a lower level of optimization. The approximation type de-
scribed in [13] limits the flexibility of the correspondences.
Another approximation strategy consists in the partial omis-
sion of the mutual dependence between four adjacent pixels,
such as the tree representation described in [18].

All elastic comparison algorithms between patterns are
based on dynamic programming as a method of combinato-
rial optimization. A recent overview by Felzenszwalb et al.
[10] emphasizes that the use of dynamic programming as a
discrete optimization method is versatile, and arises in very
different low-level and high-level vision problems.

This paper is organized as follows. In Section 2 vari-
ous applications based on DPA implemented on CUDA ar-
chitecture are described. Section 3 describes dynamic pro-
gramming algorithms in one and in a two dimensions. In
Section 4 we describe a two-dimensional DPA approxima-
tion algorithm with polynomial complexity. This as an im-
provement of well-known argumentation that state that 2D-
DPA has an exponential complexity. Section 5 reports the
CUDA-based implementation of our proposed approximate
2D-DPA algorithm. Finally, in Section 6, we report con-
cluding remarks and hints on future work. An extended
version of this work appears in [7].

2 Related Work

The two-dimensional dynamic programming algorithm
requires a large number of computations. For this reason
many authors have implemented the algorithm in parallel
form on Graphics Processing Devices (GPU). The main
problem that have been considered is how to find the best
way to parallelize the 2D-DPA.

Many problems have been solved with the 2D-DPA al-
gorithm. For example, the problem of finding the dispar-
ity between stereo images, the problem to compute a dis-
tance between images using the so-called elastic matching
method, or several discrete numerical problems have been
addressed using the two-dimensional dynamic program-
ming algorithm. In 2007, a dynamic programming algo-
rithm to solve the problem of finding the disparity between
stereo images has been implemented on an ATI Radeon
X800 GPU, one of the first GPU devices [11]. In 2009,
Xiao et al. [32] address the problem of how to map the dy-
namic programming on a graphics processing unit. They

propose a fine-grained parallelization of a single instance of
the DP algorithm that is mapped to the GPU. In the same
year Congote et al. [6] compute the map of depth from
stereo images for three-dimensional display on a GPU using
dynamic programming. They use an NVIDIA GPU com-
mercially available in that year, in particular the model GTX
295, achieving an execution speed of 25 frames per second.
The heart of their work was the use of optimized algorithms
for a GPU execution with stable depth maps and little noise.
In 2010, Steffen et al., [23], describe their change to the
numerical software environment called Algebraic Dynamic
Programming consisting of different optimization problems
solved with dynamic programming. Their change has been
the implementation of the dynamic programming based al-
gorithms on a GTX 280 GPU. The authors report that the
speed-ups range, depending on the application, from about
6 to about 25. Stivala et al. [24] published an article in 2010
that shows how to parallelize any DPA on a multicore com-
puter with shared memory by means of a hash table with-
out using primitives for mutual exclusion lock. The authors
adopted this strategy: initially they create multiple threads
that compute top-down DP recursion storing the result in a
hash table with no spin-lock.

3 One- and Two-Dimensional DPA

Dynamic Programming is often explained using the edit
distance, which measures the number of insertions, dele-
tions and substitutions required for matching two sequences
of symbols [20]. In other words the edit distance is a way to
measure the similarity of two strings or to align two strings.
The edit distance has many applications, for example in
bioinformatics [8] or in natural language [12]. The edit dis-
tance algorithm is described as follows. Given two one-
dimensional sequences, A = (a1, a2, ..., ai, ..., aN ) and
B = (b1, b2, ..., ..., bj ...bM ), the path M ′ from the cell
(1, 1) to the cell (N,M) of the A − B space that gives the
minimum accumulated distance represents the mapping of
one sequence relative to the other. The path is formed by a
series of points in such a way that each point k of the path
corresponds to a pair of coordinates of the two sequences,
M ′

k = (ik, jk). The distance between the two sequences
is the sum of the local distances d(M ′

k) between the two
addressed elements of the sequences, aik , bjk , computed
along the path M ′, or

∑|M ′|
k=1 ‖aik − bjk‖, where |M ′| is the

length of the path M ′, namely the number of points k. The
distance ‖.‖ depends on the problem under examination.

The mapping between the two sequences is the path
along which the final accumulated distance is minimum. Fi-
nally, the distance between the two sequences is the mini-
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mum accumulated distance:

D(A,B) =
min
M ′

∑|M ′|
k=1 d(M ′

k)

|M ′|
=

=
min
M ′

∑|M ′|
k=1 d(ik, jk)

|M ′|
=

min
M ′

∑|M ′|
k=1 ‖aik − bjk‖

|M ′|
(1)

We note that the factor at the denominator is used to nor-
malize the distance in respect of the length of the optimal
path, which may be different. The optimization problem
described in (1) is solved by the dynamic programming al-
gorithm. In each point of the A−B space the accumulated
cost distance D(i, j) is updated using the recursion shown
in (2).

D(i, j) = min

 D(i− 1, j − 2) + 2d(i, j − 1) + d(i, j)
D(i− 1, j − 1) + 2d(i, j)
D(i− 2, j − 1) + 2d(i− 1, j) + d(i, j)

(2)
where D(0, 0) = 2d(0, 0). The recursion (2) expresses

the optimality principle of dynamic programming. This
type of recursion is the symmetric form of dynamic pro-
gramming. It is important to remark that using the recur-
sion (2) the length of the optimal path length just mentioned
above, which is the normalization factor, is the sum of the
lengths of the sequences A and B, namely N + M . The
recursion reported in (2) is graphically shown in Fig. 1.

d(i,j)D(i-1,j)

D(i-1,j-1) D(i,j-1)

2

2

2

D(i-1,j-2)

D(i-2,j-1)

Figure 1. Graphical Representation of DP Re-
cursion

The recursion described in (2) can be implemented ac-
cording to the following pseudocode, where we call U, V,
W, the accumulated cost distances computed at the points,
respectively, D(i− 1, j − 1), D(i, j − 1) and D(i− 1, j).

for i = 0 to N
for j = 0 to M
{
Wval=score[j]; Wfree=free[j];
if( (Wval+dij)<(Uval+2dij)) && Wfree)
if(Wval<=Vval)||(!free) {
Vval=Wval+dij;/* W */
Vfree=0;

}
else {

Vval=Vval+dij; /* V */
Vfree=0;

}
else {
if(Vval+dij)<(Uval+2dij) && Vfree)
{
Vval = Vval + dij;/* V */
Vfree = 0;

}
else {
Vval=Uval+2dij;/* U */
Vfree = 1;

}
score[j]=Uval; free[j]=Ufree;
Uval=val;

}
final distance = score[M]/(N + M);

As shown in the above pseudocode, after the recursion
(2) is applied to all the (i, j) points of the A − B space,
equation (1) becomes:

D(A,B) =
D(N,M)

N +M
(3)

where D(N,M) is the final distance between the two
one-dimensional sequences, namely the distance accumu-
lated to the point (N,M). The sum N +M at the denomi-
nator is the normalization factor.

It is important to remark that the constraints shown in
Fig.1 and represented by the Ufree, Vfree and Wfree vari-
ables of the above pseudocode cause that the optimum map-
ping path can not have two consecutive horizontal or verti-
cal movements. Thus, as stated in [21], unrealistic mapping
paths are avoided.

Since the path M ′ is the optimal mapping between the
two sequences, it can be used to align one sequence onto
the other, which can be performed by inserting or removing
a point of one sequence according to the horizontal or ver-
tical moves. This operation is called warping. The goal of
the warping is to stretch or shrink one sequence to make it
identical to the other.

We now extend the derivation of a distance between two
one-dimensional sequences given above to the derivation of
a distance between two two-dimensional sequences, namely
the images, X = {x(i, j)} and Y = {y(u, v)}. For that, we
introduce a mapping plane M”, M” = {m(k, l)}, which
maps the two images from the first row of the two images
to the last row of the two images. Each of the elements of
M” correspond to a pair of coordinates of pixels of the two
images, namely M”k,l = m(k, l) = ((i, j)k,l, (u, v)k,l).
Similarly to the one-dimensional case, a distance between
the two images can be defined as reported in (4).

D(X,Y ) =
min
M”

∑
k

∑
l d(M”k,l)

|M ′′|
=

=
min
M”

∑
k

∑
l ‖x(i, j)k,l − y(u, v)k,l‖

|M”|
(4)
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where, as before, |M”| is a normalization factor.
The plan M” that solves equation (4) is a mapping be-

tween the two images. Using the mapping M” one can
stretch and shrink an image for overlapping it onto the other
one. Similarly to the one-dimensional case this operation is
called warping between images.

However, it has been shown that the optimization de-
scribed in (4 ) is NP-complete. As previously mentioned,
many authors have developed 2D-DPA algorithms using
various approximation strategies to make them computa-
tionally tractable. The algorithm developed by Levin and
Pieraccini in 1992 has a complexity of O(N4N ), assuming
that N is the height and width of the images [16]. Uchida
et.al described in [27] and in [28] a two-dimensional dy-
namic programming algorithm with O(N39N ) complexity.
Uchida and Sakoe described in [29] various elastic match-
ing algorithms proposed so far, seven of which are based on
dynamic programming.

In the following section we describe an algorithm with a
complexity of O(N4).

4 Approximate Two-Dimensional DPA

In this Section, we provide the main contribution of our
research, i.e. the approximate 2D-DPA.

The algorithm proposed here for the mapping of images
is based on the one-dimensional DPA described in Section
3. Consider an image as a vector whose elements are the
rows of pixels of the image itself. Let us indicate with x(i, :
), y(i, :) the i-th row of pixels of the images X , Y . The X ,
Y images are thus described as reported in (5).

X = [x(1, :), x(2, :), ..., x(i, :), ..., x(N, :)]T

Y = [y(1, :), y(2, :), ..., y(j, :), ..., y(N, :)]T
(5)

In (5) the images are assumed for simplicity of the
same size. The idea of this paper is to apply the one-
dimensional DPA algorithm on the two sequences X and
Y . We remark that each element of these sequences is
an entire row of pixels. The i− th row of X is x(i, :
) = (xi,1, . . . , xi,n, . . . , xi,N ) and the j− th row of Y
is y(j, :) = (yj,1, . . . , yj,m, . . . , yj,N ). The distance be-
tween two elements of X , Y or, in other terms, the distance
between two rows of pixels is again performed with one-
dimensional DPA. The application of (1) to x(i, :), y(j, :)
becomes (6).

d(x(i, :), y(j, :)) =
min
M ′

∑|M ′|
l=1 d(M ′

l )

|M ′|
=

=
min
M ′

∑2N
l=1 ‖xi,nl

− yj,ml
‖

2N
(6)

On the other hand, the application of 1 to X , Y results
in (7). In this case the map M ′ is between all the rows of X
and Y . As before, |M ′| is the length of the path of the M ′

map.

D(X,Y ) =

min
M ′

∑
k d(M

′
k)

|M ′|
=

min
M ′

∑
k d(x(i, :), y(j, :))

|M ′|
(7)

Substituting (6) in (7) we obtain the final expression re-
ported in (8).

D(X,Y ) =

min
M ′

∑
k

min
M′

∑
l d(M

′
l )

2N

2N
=

=

min
M ′
{
∑2N

k=1 min
M ′

∑2N
l=1 ‖xi,nl

− yj,ml
‖

4N2

(8)

Clearly, the two min operators represent the fact that for
computing the optimum path between images with DPA,
other optimum paths between the rows are computed with
DPA. Recall that we assumed the images are N ×N pixels,
then the length of the optimal path between the two images
is 2N . Local distances at any point in this process are ob-
tained with other 1D-DPA with paths length equal to 2N .
The total length is the sum of 2N along the long path 2N ,
giving the term 4N2 at the denominator of (8).

The algorithm is approximated since it is not guaranteed
that the warping function is continuous. In fact, the one-
dimensional DPA aligns the rows independently of each
other. This means that the algorithm can be successfully
applied if the difference between the two images is some-
how limited.

5 CUDA-based Implementation of Approxi-
mate 2D-DPA

Our approximate realization of 2D-DPA is the following:
we compute a 1D-DPA between each row of an image and
each row of the other image. A matrix of distances between
rows is then computed. On this matrix another 1D-DPA is
applied. This process is described by equation (7). In Fig. 2
we show how the distance matrix is computed: between i-th
row of the first image and the j-th row of the second image
a 1D-DPA is computed to fill the (i,j) matrix element.

Let us look at Fig.3. It represents a matrix of threads.
The elements xi,0, . . . xi,3 is the i−th row of the X image,
assuming that its length is 4, and the elements yi,0, . . . , yi,3
is the j−th row of the Y image.

Each cell of the matrix computes the DPA recursion.
Thus, the accumulated distance at cell (3, 3) is the distance
between the two rows. In Fig.3 we indicate with arrows the

87



Figure 2. Approximate Mapping Between Two
Images

i=2

j=2
(i-1,j)

(i-2,j-1) (i-1,j-1)

(i,j-1)

(i-1,j-2)

Figure 3. A Matrix of Threads

element (2,2). The corresponding element is indicated with
a black square. it is obvious from the DP recursion that
the computation of the accumulated distance D(2, 2) can
be performed only if the distances in the elements whose
coordinates are marked between round brackets are already
available. This means that the only possible sequence of
elements that can be computed in parallel, i.e. simultane-
ously, is the sequence of elements drawn in black in Fig.3.
The parallel computation of elements to the final (M,N)
point thus proceeds according to diagonal sequences of ele-
ments as depicted in this figure.

Fig. 4, shows how the algorithm can be mapped on the
GPU. In this figure, on the vertical axis, a series of image
rows, each with 4 elements, are reported. The horizontal
models are processed one at a time, from left to right. The
figure shows the situation relating to the third horizontal el-
ement. The figure shows that all cells drawn black in the
Fig. 4 can be computed simultaneously.

From the above it is evident that the parallel implemen-
tation is implemented taking account of all models at once.
This is accomplished with a single while cycle explor-
ing the number of iterations required to complete the matrix
minimum, whose size is equal to DimX + dimy- 1, where
DimX and dimy are the width and height of the matrix.

Since now all of the comparisons matrices are considered

simultaneously, the number of iterations needed to complete
the calculation is the size of the larger matrix.

Figure 4. Simplified Representation of the Map-
ping af the Algorithm on GPU – each black cell
represents a thread; horizontal and vertical pat-
terns will be image rows

The following pseudocode shows how we call the kernel.

for (r=0;r<N;r++) {
for (iter=0;iter<=N;iter++) {

1D-DPA<<N, iter+1>>>(r,iter, d_cell, ...);
}
for (iter=N-1;iter>=1;iter--) {

1D-DPA<<<N,iter>>>(r,iter, d_cell, ...);
}

}

The rows of an image are indicated by the variable r,
which is reported in the outer loop. The one-dimensional
dynamic programming used to compute the distance from
one row to the other is carried out in the inner loops. The
first inner loop creates a thread for each block, the second
creates two threads, the third creates three threads and so
on, up to N .

At this point it is important to point out three things.

• first, to prevent the transfers of images from the Host,
which would slow down the calculation, all the images
are initially loaded in the global memory of the GPU

• second, the operation realized by the above pseudo
code computes the matrix of local distances between
all the rows of the two images. These distances are
used in a final dynamic programming to calculate the
distance between the two images as shown by (7).

• the third observation is that if we want to perform the
warping between the two images, in addition to the
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computation of the distance between the two images,
we have to recover the mapping plane between the two
images. This is achieved by backtracing last initial
cell. This means that when calculating the dynamic
programming all the information about the algorithm
choices must be stored in appropriate data structures.
These data structures are used during the backtracing.

In fact, the matrix d cell is a super-matrix that con-
tains all the matrices of the individual comparisons. The
matrix d cell is a three dimensional matrix with indices
x, y, z necessary to specify how to make comparisons. The
main difference in the code of the function 1D-DPA is the
mapping of the block indexes in the three-dimensional co-
ordinates of the matrix. Of course in addition to storing
the decisions taken by the algorithm when processing the
distance matrix we must also store those taken during the
confrontation between the lines.

In the following we report the pseudocode of the kernel
that runs the 1D-DPA algorithm between the lines of the
two matrices on the GPU.

__global__ void 1D-DPA(int nrtemp, float *d_pdati, float
*d_cell, ...)

{
int z=blockIdx.x/N;
int y=blockIdx.x \% N;
int x=d_x[blockIdx.x];
int i=y + x*N + (d_FrCum[z]*N);
float dxy, Uval, Vval, Wval;
char Wfree, Vfree;
if ((d_checkflag[i]==1) || (y==0 && x==0)) {

if ((y==0) && (x==0)) {Uval=0; Vval=1000; Wval
=1000; Wfree=0; Vfree=0; }

else if ((y==0) && (x!=0)) {
Uval=1000;
Vval=1000;
Wval=d_cell[i-N];
Wfree=d_bWfree[i-N];
Vfree=0;

}
else if ((y!=0) && (x==0)) {

Uval=1000;
Vval=d_cell[i-1];
Wval=1000;
Wfree=0;
Vfree=d_bWfree[i-1];

}
else {

Uval=d_cell[i-N-1];
Vval=d_cell[i-1];
Wval=d_cell[i-N];
Wfree=d_bWfree[i-N];
Vfree=d_bWfree[i-1];

}
dxy=d(z,nrtemp,x,y,d_pdati);// distance between

pixels
if ( ( (Wval+dxy) < (Uval+2*dxy) ) && ( Wfree==1 )

)
if ( ( Wval <= Vval ) || ( bfree==0) ) {

Vval=Wval+dxy; // choose W
d_bWfree[i]=0;

}
else {

Vval=Vval+dxy; // choose V
d_bWfree[i]=0;

}
else {

if( ( (Vval+dxy) < (Uval+2*dxy) ) && (
Vfree==1 ) ){

Vval=Vval+dxy; // choose V
d_bWfree[i]=0;

}
else {

Vval=Uval+2*dxy; // choose U
d_bWfree[i]=1;

}
}

d_cell[i]=Vval;
if (x<d_nftemp[z]-1) {

d_checkflag[i+1]=1;
d_checkflag[i+N]=1;
d_x[blockIdx.x]=d_x[blockIdx.x]+1;

}
else if (x==d_nftemp[z]-1 && y<N-1) {

d_checkflag[i+1]=1;

}
else if (x==d_nftemp[z]-1 && y==N-1) {

d_res[z]=Vval;

}
}

}

There are other important points to consider.

• Recall that when a kernel is started, all the threads exe-
cute the same code. However not all of the threads can
execute simultaneously, but only those for which the
input data have been already computed. So we have
to solve this kind of synchronization. The solution that
was adopted in this work is simply to use Boolean vari-
ables, in particular the variables dcheckflag[], which
are set equal to true when the data are available, and
false otherwise.

• The second observation is related to the use of the flag
Wfree and V free. These flags are used to impose
a path that can not have two consecutive horizontal or
vertical movements. These paths are in fact considered
incorrect.

6 Conclusions and Future Work

In this paper we describe an approximation of the two-
dimensional dynamic programming algorithm in order to
make it computationally feasible. The algorithm has been
mapped on a recent GPU device. A first example of appli-
cation of the algorithm can be the automatic analysis of the
inclination of handwritten characters. Finding the degree
of inclination could be used to infer the physical or men-
tal state of the writer. This work will continue to develop
other types of mapping the 2D-DPA on the CUDA archi-
tectures in order to reduce the execution time. On the other
hand, another research direction consists in enriching the
proposed framework with innovative features such as adap-
tiveness (e.g., [5]) and support for big data processing (e.g.,
[33]).
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editors. 15th International Conference NLDB 2010, Cardiff,
UK, June 23-25, 2010. Proceedings, LNCS 6177. Springer,
2010.

[13] D. Keysers, T. Deselaers, C. Gollan, and H. Ney. Deforma-
tion models for image recognition. IEEE Trans. Pattern Anal.
Mach. Intell., 29(8):1422–1435, 2007.

[14] D. Keysers and W. Unger. Elastic image matching is np-
complete. Pattern Recognition Letters, 24(1-3):445–453,
2003.

[15] C. Lei, J. M. Selzer, and Y. Yang. Region-tree based stereo
using dynamic programming optimization. In 2006 IEEE
(CVPR 2006), 17-22 June 2006, New York, NY, USA, pages
2378–2385, 2006.

[16] E. Levin and R. Pieraccini. Dynamic planar warping for op-
tical character recognition. In Proceeding of ICASSP, pages
149–152, 1992.
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Abstract — As business rules are very common in business 

information systems, it is fundamental to analyze geographic rules 

in order to include them into geographic knowledge systems. The 

goal of this paper is, starting from examples taken overall from 

urban and environmental planning, to examine geographic rule 

semantics, and in particular to model space by combining logic and 

computational geometry. They can come from laws, physical laws, 

socio-economic considerations, from best practices, or from data 

mining. By defining new concepts such as metarules, superseded 

rules and jurisdictions, a conceptual model is proposed. 

Keywords-component: geographic information systems, 

geographic knowledge systems, geographic knowledge, geographic 

rules.  

I. INTRODUCTION 

 
According to Graham [7] and Morgan [11], rules (business 

rules) should be considered as first-class citizens in computer 
science. In enterprises, the 'craft' of expert know-how is 
capitalized in an information system in the form of “business” 
rules. These rules can then be explained and implemented in 
applications such as business intelligence in software 
architectures integrated type ERP (Enterprise Resource 
Planning) or not. For example, the SAP integrated software 
package is based on a declarative formalism for the description 
of the job tasks with lists of rules, such as “automobile insurance 
does not cover drivers who have been recognized guilty of 
driving while intoxicated over the past two years”, or “when its 
monthly invoices are sent, should be included the supplementary 
documents that match the profile of the client”. On the other 
hand, the explanation and the formalization of business rules is 
still a hot topic as a new standard from the OMG issued in 
September 2015 entitled Decision Model and Notation. The 
objective is to provide a language of formalization of business 
rules including exploited in the decision-making process (OMG 
- DMN 2015). For more details refer to 
http://www.omg.org/spec/DMN/ 

Thus, a rule is a basic element of a strategy to build 
reasoning. In contrast to algorithms, they are expressed 
declaratively. Among business rules, Dietz [6] distinguishes 
between three categories: 

• rejectors typically those related to quality control, that allow 
a rejection (rejection rules), 

• producers such as those determining new values (ex VAT 
calculation); they can be considered as rules of production 
of information, 

• and projectors such as those related to the replenishment of 
stocks. 

In our case, a rule is not necessarily a legal regulation, but 
only an inference (implication) between elements or phenomena 
whose origin can also be physical, statistical or best practice 
type, or from data mining. Mathematically, a rule will be written 

in the form of Modus Ponens A ⇒ B. 

Few studies have been conducted on the automatic reasoning 
in geoprocessing. Nevertheless one can include the works 
presented in the book edited by Kim et al. [9] and the special 
issue of the CEUS (Computers, Environment and Urban 
Systems) journal including the editorial of Batty [1] which were 
very typical of the time. But these works are old and the 
knowledge engineering framework has drastically changed. 
More recently, mention the paper written by Jain and Payal [8], 
but it does not address the reasoning part based on declarative 
rules.  

Include also the paper [13] which operates a GIS on minerals 
data to discover characterization rules that can facilitate data 
mining and spatial analysis. In the same spirit, Biasotti et al. [2] 
present methods for extracting the characteristics of a field 
(peaks, passes, edges, etc.) from the raw digital terrain models, 
which could easily be described in the form of rules, including 
those based on the value of the Gaussian curvature of terrains. 

However in GIS, beyond administrative rules, other 
statements may lead to geographic rules. In fact, let us look at 
some of them: 

• in the United Kingdom, we drive on the left; 

• in Canada, the majority of the population lives along the 
border with the United States; 

• each capital city has an international airport nearby; 

• between the two capitals, in general, there are direct flights; 

• in the Northern Hemisphere, the more you are going to the 
north, the colder (but locally this is not always true). 

• the more you climb a mountain, the colder; 

• heavy rain upstream, downstream flooding. 

• mosques are oriented towards Mecca; 

• if a zone is a swamp, it is necessary to prohibit construction; 

• if there is unemployment, the creation of companies or 
industrial areas must be encouraged; 

• If a plot is adjacent to an airport, it is necessary to limit the 
height of buildings; 

• It is forbidden to open a new pharmacy within 500 meters 
of an another already existing; 

• A good practice in Mexico is to use a bus to go from Puebla 
to Oaxaca City. 
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Another example is derived from the use of electrical plugs 
in the countries. This table could be considered as a Visual 
decision table (Figure 1). 

 

 

Figure 1. Types of electrical plugs (a) and the countries where they are 
standardized. Source: http://wikitravel.org/en/Electrical_systems. 

Among the rules, there are several categories. Take two 
examples “if it rains, I get wet” and “if it rains, I take an 
umbrella”. In the first case, it is a rule of physical type whose 
consequence is systematic provided that I am outside. For the 
second, it reveals a good practice that I am not obliged to follow. 
Therefore, we can see that if the premises are identical, the status 
of the conclusions can be totally different. 

Thus, the goal of this paper will to review the rules in 
geoprocessing in order to extract particular semantics and to lay 
the foundations of a machine-processable language and model. 
Voluntarily, we will treat neither temporal aspects nor 3D 
aspects although sometimes it is necessary to use these 
dimensions in certain rules. 

The areas of applications fall within geoprocessing. 
Specifically, we are interested in the rules about not only 
geographic objects, but also about all objects whose knowledge 
of the location is important. 

This paper is thus built: after having presented an 
introductory example and detailed computer modeling of rules, 
many of them will be examined. Finally a sketch of model will 
be given and some perspectives will be open. And to conclude 
this analysis, a definition of geographic rules will be presented. 

II. INTRODUCTORY EXAMPLE:STREET NAMING  

In [15], an example of rule encoding is given concerning 
road naming in Australia in order to automate the process. Rules 
are defined in the form of ontological vocabularies using SWRL 
a Semantic Web Rule Language based on a combination of the 
OWL DL and OWL. For more details, refer to 
https://www.w3.org/Submission/SWRL/ . 

In this paragraph, only some rules are presented. Rule R1 
automatically infers information with the help of a road link 
between proposed and existing roads; this rule is necessary as 
every road needs to link with at least one other road to allow 
access. Rule R2 checks road length against road type; checking 
the road length for shortest road types (‘Place’, ‘Close’ and 

‘Lane’) is necessary to avoid confusion with the preference for 
road usage. Rules R3 and R4 check the compatibility between 
road usage and road links; for example an open-ended road must 
have a road link at both start and end points of the road. And 
finally Rule R5 checks whether or not the proposed road has a 
wide panoramic view across surrounding areas. 

However several remarks can be done because this is logic 
reasoning, not geographic reasoning: 

• Rule 1 tests whether the new proposed road is linked to 
another existing road; but the link can be by a set of new 
proposed roads. The adapted solution is concerned by the 
order of presentation of new streets. A very general solution 
must be based on graph theory. 

• In Rule 2, road length which must be taken into account, is 
given as a given attribute, not computed from road 
coordinates. 

• In Rule 5, panoramic view is also given as an attribute, not 
calculated taken terrain morphology into account by 3D 
computational geometry. 

 

As a consequence from this rapid analysis, classical logic is 
not sufficient to represent geographic rules since other 
mathematical domain must be integrated for reasoning. 

III. GEOGRAPHIC KNOWLEDGE AND REASONING 

The objective of this section is to brush the outline between 
the bases of geographic knowledge and automatic reasoning. 
After some generalities, we will quickly review the structuring 
of the knowledge bases and computer modeling of rules. 

A General information 

The purpose of a declarative rule-based model is to allow 
automatic reasoning. In contrast to expert systems of the past 
that were using simply logic, in our case, it will be very different. 
Here are some examples: 

• defining the location of a new airport, a new hospital, a new 
stadium, social housing, etc. (Computational Geometry and 
Operation Research), 

• checking the compliance of a building vis-à-vis building 
regulations (Topology and Computational Geometry), 

• determining the best way to go from A to B, (Graph Theory 
or Computational Geometry in terrains), 

• organizing a policy about urban green spaces (Spatial 
Analysis), 

• determining transit policy (Spatial Analysis), 

• flood analysis (Differential Equations, Computational 
Geometry) 

• limiting crime in a city (Spatial Analysis), 

• building garbage collection circuits (Graph Theory and 
Spatial Analysis), 

• determining the most polluted, noisiest, places (Spatial 
Analysis and Operation Research), 

• organizing the evacuation of the people during a volcanic 
eruption (Spatial Analysis and Operation Research), 

• etc. 
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From these examples, we find that the geographic reasoning 
must invoke other mathematical disciplines such as: 

• spatial reasoning by the integration of topology and 
computational geometry, 

• graph theory in some cases like search for routes or circuits, 

• spatial analysis, 

• simulation techniques, 

• fuzzy logic and reasoning, 

• multi-criteria decision theory, 

• and operations research. 

These elements can be integrated in the form of procedures 
which will be invoked at the right time. 

B Geographic knowledge bases 

Once selected a human language and a territory, remember 
(Figure 2) that a geographic knowledge base may include an 
ontology, a gazetteer, geographical objects, the relationship 
between these objects, rules and mathematical models. Figure 3 
shows such a base linked to a geographic inference engine that 
will allow reasoning. 

 

 Figure 2. Contents of a geographic knowledge Base. 

In input, there will be a territorial project to study so as to 
determine, through the geographic inference engine, the 
consequences in output. These consequences will be grouped in 
a result of feasibility that may be in the form of maps, diagrams, 
texts, etc. 

 

Figure 3. Linking a geographic inference engine to a geographic knowledge 
base. 

To conclude this section, all the components of a 
geographical knowledge base can be used to write not only a rule 
but also in their activation context. 

IV. STUDY OF THE SEMANTICS OF SOME GEOGRAPHIC RULES 

Now let us examine certain rules in different areas. First, we 
will discuss the rules across the globe (often as physical nature), 
then those only valid in certain places (often of an administrative 
nature) and those from data mining. We will continue by rules 
related to cartographic input and presentation data. 

A Global rules 

In this category, one may include geodetic and physical 
geography rules. 

A.1 Geodetic rules 

The rules of this type are valid all over the world because we 
consider cardinal points. If A is north of B and B is located north 
of C, then A is north of C, thus by applying a rule of transitivity. 
But there is nothing north of the North Pole; so therefore 
transitivity is limited. A similar rule can be written for the South. 
But for the East and West, transitivity is partial because of the 
rotundity of the Earth. If Rome is East of Los Angeles, and if 
Los Angeles, is East of Beijing, Rome should be to the East of 
Beijing, but it is actually to the West. The comprehensive rule 
will be written thus: 

IF East (A, B) and East (B, C) and Longitude 

(A, C) < 180° THEN East (A, C) ELSE West 

(A, C). 

Remember that rarely there are lists of type North (R, S) or 
East (U, V) as such information is hidden in the coordinates of 
the R, S, U and V. 

If the application of such rules is easy for points, it is not the 
case for areas. If it is common to hear that the Switzerland is East 
of France, it remains that, given the geometry of the border, 
some places of the Switzerland are west of some points of the 
France. In the case of automatic reasoning, more sophisticated 
definitions should be developed for areas. 

A.2 Rules of physical geography 

In this area, the rules should represent natural phenomena 
and their consequences. For example following tsunamis, 
volcanic eruptions, storms, heavy rain, we must consider some 
automatic consequences. But, in addition, we must consider 
more recently, prevention, protection or mitigation, and effective 
real-time monitoring systems. 

But due to the local topography, some rules may be 
invalidated. In the northern hemisphere, the more you go north, 
the colder. A certain scale, this type of rule is valid, but there are 
places where this reasoning is no longer valid. Therefore, one 
must distinguish between local and global rules. Here the local 
rule supersedes the global rule as, for example also when one is 
dealing with microclimates. 

The rules of the spatial distribution of flora and fauna, 
hydrology, etc. from climatology, meteorology fall into this 
category. Figure 4 gives an example of vegetation layers in the 
Alps. 

Suppose that we are on the southern slopes (sunside). Two 
options to write a rule: 

IF Lichen THEN Altitude > 3000; 
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IF Altitude > 3000 THEN Lichen. 

 

 Figure 4. Example of vegetation layers in the Alps. Source: translated from 
https://www.jardinalpindulautaret.fr/jardin/cadre-naturel-
exceptionnel/letagement-vegetation-en-montagne 

In the first case, it would be a study linking a type of 
vegetation to elevation, while the second shows since we are at 
some level from the sea, what are the types of flora that we can 
meet. 

Now consider the case of mathematical models and assume 
that we have A = M (B, C, D). This formula can be easily 
transformed into a rule in the following manner: one must: 

• write a procedure or a function representing M, which will 
be encapsulated, 

• search or determine to B, C and D in the antecedent part, 

• then run M in the consequent part in order to determine A. 
Another variant would be that A may intervene into a 

condition; therefore M will be invoked in the antecedent part. 

B Local rules 

Here, we will discuss only the rules applied on a restricted 
territory, namely the administrative rules and those relating to 
specific spaces. 

B.1 Rules coming from laws 

Each country has its own rules, not only from the 
administrative point of view, but also from location. For 
instance, when analyzing road traffic from aerial photos, it is 
important to know that in the United Kingdom the cars drive on 
the left. In addition, concepts such as language and currency can 
impact geographic rules. 

Typically in addition in each country there are a Constitution 
and many laws governing the geographic aspects in relation to 
urban and environmental planning. Take the example of 
pharmacies in some countries. Figure 5 shows an example of this 
rule. To establish where it is possible to create a new pharmacy, 
several geometric operations such as determination of buffer 
zones and geometric difference have to be implemented in an 
encapsulated way. 

One of the peculiarities of the rules of administrative origin 
is the existence of sanctions whenever they are not met. But there 
may be cases of exemptions, exemption which should be taken 
into account in one way or another. 

On the other hand, although there are international standards 
for the Highway Code, each country has its own peculiarities 

concerning for instance priority in the intersections, 
roundabouts, etc. 

 

Figure 5. Example of administrative rule: "it is forbidden to open a new 
pharmacy within 500 meters of another existing one”. 

B.2 Urban planning rules 

Generally, in each country, there are also laws that govern 
urban planning. Let us take a small example taken from building 
licenses as presented in Figure 6 where you can see a building 
that must follow certain rules. 

 

 

 Figure 6. Example of building-related planning rules. 

In Figure 6, Rule 1 gives the minimum distance to the road, 
Rule 2, the maximum height of the building, Rule 3 the volume 
of the building, Rule 4 the distance to the end of plot and the 5, 
the distance with neighbors. Here, the rules will be treated as 
constraints, i.e. to be valid (accepted according to the meaning 
of the regulation), the building project must comply with this set 
of constraints. 

Among the urban planning rules, there may be good 
practices as "bury the air engineering networks (electricity, 
telephone)" or even "before to create an underground metro line, 
we must move sewerage networks". 

B.3 Local socio-economic rules 

Due to its great inertia, demography generates rules of the 
type: "the more of children, the more of schools." But may this 
statement be considered as an administrative rule, a good 
practice or a recommendation? And what about time frame? 

A majority of countries have developed rules for the 
organization of the economy and companies. These rules have a 
significant impact on the use of the soil. For instance, consider 
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the rule “along the edges of sea, the greater the distance from the 
sea, the lower are prices of homes.” 

 A particular case regards rules related to the flow of people 
or goods. In these two places or two families of places may 
intervene, either as origin or destination. 

B.4 Good or best practices 

Among the rules of good practice, there are those related to 
the description of itineraries. In most countries where the 
landscape is charged, description is often done according to the 
directions, cities and villages to cross. In other countries where 
the landscape is lightly loaded, the description is made by taking 
into account numbers and route directions, North, South, East 
and West. In the deserts and seas, it was common to use the 
positions of stars as landmarks. These good practices had been 
used for centuries; but now there are other ways to do so. 
However this type of knowledge is out of the topic of our 
research because it uses information outside the terrestrial globe 
(extra-terrestrial knowledge). 

Good practices include techniques of numbering houses in 
cities, which may vary depending on the country. Alternatively, 
along a highway, the creation of an additional interchange may 
be the basis of economic development of a small town. 

C Material rules 

In this category one can find the rules related to the 
acquisition and visualization of data. Among these, one can 
discuss three types of rules: 

• those related to data quality control [14, 4, 5], 

• and those related to the mutation of object’s geometric types 
(f.i. area to point) and topological relations according to 
scales (disjoint to meet). For more details, refer to [10, 11]. 
For instance, the rule mutating an area into a point according 
to scale (as its centroid), can be written as follows (in which 
O is an area-type geographic object, 2Dmap a function 
transforming the object at the scale σ and the ε’s some 
thresholds): 
 

∀O ∈ OG, ∀σ ∈ Scale, type(O)=area, Oσ =2Dmap(O, σ):  

(εi)2 <Area ( Oσ) < (εlp)2 

 

⇒ {Type(Oσ)=point; Oσ = Centroid(O)}.  
 

      And then a smaller object can disappear: 

∀O ∈ OG, ∀σ ∈ Scale, type(O)=area, Oσ =2Dmap(O, σ):  

Area ( Oσ) ≤ (εlp)2 

 

⇒ Oσ = ∅.  

D Rules and plurality of places 

Four cases are to be analyzed. 

1 / From the previous examples, we can see that most of the 
rules refer a unique place. But a rule such as “in England we 
drive on the left” also applies in other countries. 

2 / However the rules related to the flow of people, goods 
and animals are characterized by two places, a so-called origins 

and destination. Consider for example those governing the 
movements of migratory birds. Accordingly the grammar of the 
rules must allow this scenario by considering three cases: 

• bipolar flows (the most common), 

• diverging flows where only the source is known, for 
example emigration, 

• and the converging flow where only the destination is 
known, as for immigration. 

3 / A third case is that of the rules corresponding to clusters 
of areas according to certain criteria, such as for example 
research of homogeneous areas in geomarketing or the definition 
of electoral boundaries. It is noteworthy that identifiers to these 
newly-created areas need to be assigned. 

4 / And finally another example is about the importation of a 
good practice from one location to another location. 

E Rules and of shareholders’ logic 

One of the difficulties is the fact that among the urban actors, 
some have different “logics”. With regard to industry creation, 
an environmentalist or an industrialist may have different ideas 
on the possible implications of this or that choice. Similarly, 
some groups may have different priorities: before an empty 
space, athletes imagine a stadium, pupil’s parents a school and a 
promoter a building, etc. 

From the formal point of view, these aspects will occur in 
multi-actor and multi-criteria decision support systems. 

V. TOWARD GEOGRAPHIC RULES MODELING 

Now that various examples were analyzed, it is possible to 
extract elements of modeling. Firstly, general considerations 
will be given, and then a computer model will be proposed. 

According to [12], they can be initially modeled by IF-THEN-

fact or IF-THEN-Action. Some WHEN or WHERE clauses 
can respectively be applied for temporal and spatial aspects. 

As we saw earlier, new concepts have emerged and it is 
necessary to clarify what is meant by superseded rules, 
metarules, jurisdiction, etc. Finally two tables will make it 
possible to synthesize the characteristics of rules and our level 
of knowledge and their formalization. 

A Superseded rules 

Indeed, certain rules can be superseded locally. In other 
words, it will be necessary to take account of this aspect not only 
in designing the rules, but also in the inference mechanism. This 

can be written such as: WHERE SOMELAND IF ISSUE32 
THEN REPLACE RULE#25 BY RULE#28. 

B Metarules 

A metarule is a rule which arises from other rules for 
example in a regulatory framework. For example, all local urban 
plans must be in compliance with some higher level regulations, 
which thus appear as metarules. In other words, a metarule 
defines a set of rules that will be valid only when you will refer 
to this metarule. In addition It can define new concepts, new 
legal mechanisms, or even of new decision-making bodies; a 
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metarule can therefore come enriching an ontology with this new 
terminology; this point although current is extremely complex 
and will not be treated. 

C Jurisdiction 

One can call jurisdiction, the territory of application of a rule, 
a metarule and even the entire knowledge base. Therefore, the 
gazetteer will only deal with place names within this jurisdiction 
or through it (rivers, roads, etc.). In some cases, it would be 
advisable to include close external information such as the 
names of the neighboring territories. 

D Geographic rules and objects 

As seen previously, the geographic rules commonly involve 
geographical objects (e.g. buildings in flood zone) and also 
geographic objects; see for instance vegetation (Figure 4) or 
habitats of animals.  

But in addition, geographic objects may be deducted from 
rules. Take the example in maritime laws that distinguish 
territorial waters and international waters. The principle is based 
on the distance of 200 nautical miles except for particular cases.  

The big problem is that the variables depth and width are not 
known explicitly, but from a 3D geometric reasoning from the 
morphology of the waterway. Furthermore, if the river has 
narrow meanders, it must ensure that long barges can pass. 

Ultimately, we deal with producing rules according to Dietz’ 
terminology [6]. Generalizing the previous examples, we need 
to integrate those items deducted geometrically from geographic 
rules, namely new objects, new types of objects, new attribute 
values, or even new relationships between two objects and new 
spaces that can intervene e.g. as jurisdiction. 

Thus, once known the rule for the determination of these 
objects, we can create a new class from this geographic rule. In 
other words, the consequence part of the rule will enrich the 
ontology by a creation of new class derived from geometric 
reasoning, and sometimes even enrich the gazetteer. 

E Summary 

 At the level of formalization, rules of physical geography 
can be encapsulated into programs from a procedural way we 
need a mechanism to integrate them into a declarative model. 
With regard to the laws, they are known at a time t, but may 
change over time in the form of statutory instruments for which 
the translation into declarative forms may be difficult or too 
simplistic. 

In addition to the previous features, need to clarify the nature 

of the implication (⇒). In fact, it has several meanings: 

• in the case of physical phenomena, it corresponds to 
physical laws or causal chains (cause and effect); the 
implication is therefore automatic, sometimes within a 
delay; 

• However, if the physical law is only known empirically, the 
kind a = f (b, c, d,...), formula where a is the value of an 
attribute of a geographic object, then the rule will affect the 
value calculated with a margin of error; 

• Rules of legislative type are human laws; generally if the 
law is not enforced, sanctions may appear, thus involving 

an ELSE clause in the computer rule. 

• In association rules (sometimes referred to as frequent 

association) from data mining, the semantics of the ⇒ sign 
should be modulated according to the value of confidence 
related to this association rule; 

• Concerning good practice rules, the implication will be 
judged in desirable manner; 

• Finally, if the rule involves fuzzy objects, the semantics of 

the ⇒ sign will be modulated according to the values of 
fuzzy membership degrees. 
 

Now that the main elements of geographic semantics have 
been identified, it seems possible to propose a first model. 

F Outline of model 

From the analyzed examples, first there is that there is a 
many-to-many relationship between the rules and the names of 
places, and another between the rules and the types of 
geographical objects. 

In addition, some sites have the ability to emit the metarule 
(countries) which will apply on inner places and will be a 
normative framework for located rules. Figure 7 depicts this 
model. However, regarding rules, things are a little more 
complicated because they are encoded in a language that remains 
to be defined, for example from an extension of RuleML [3]. 
Indeed, for the design of the code of these rules, knowledge must 
include from not only geographic objects and the relationships 
between them, but also ontologies (especially for the types of 
objects), the names of places and mathematical models as shown 
in Figure 8. 

From these observations, to describe a set of geographic 
rules, in this new language, two levels will be necessary, the 
rules themselves and their sets. As a first step to simplify the 
problem, it will not handle metarules and their consequences. 

It will be important to include the elements common to all 
rules included in this set, i.e., the name of the set, language, 
jurisdiction, ontology and gazetteer. It could include references 
to other sets of rules provided that the language, ontology and 
gazetteer are compatible. 

Then will be given the rules themselves. 

 

 

Figure 7. Modeling of geographic rules. 
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As explained in Figure 8, three parts must be analyzed. In the 
"antecedent" part, it will be necessary to give the jurisdiction of 
the rule. This could be a place defined by a polygon with its 
coordinates, a toponym, or a Boolean combination of toponyms. 
This jurisdiction must be included within the jurisdiction of the 
rule set. 

Then a list of relevant geographical objects and possibly 
Boolean conditions will follow. 

The part “implication” should indicate whether this rule is 
imperative, fuzzy, frequent or good type practice. 

 

Figure 8. Geographic knowledge involved in the geographic rules. 

As “Consequent”, there may be the change of geographic 
objects geometrically or semantically and launching of actions. 

In addition, for a rule, it would be interesting to add metadata 
and an explanatory text. The role of metadata will primarily be 
to mention the origin of the rule, legal type, data mining, good 
practice, etc. as well as the date and the name of the editor. As 
the explanatory text, this will be the text that will be printed 
when the user may wish to reconstruct the path of reasoning 
(traceability of the result). 

VI. CONCLUDING REMARKS  

The purpose of this paper was to illuminate the notion of 
geographic rules by examining examples in order to capture their 
semantics. Unlike the rules of management in enterprises, we 
have tried to show the importance of space and the difficulties it 
could lead. Ultimately, the strong elements of the semantics of 
this type of rules were extracted, which allowed us to develop a 
first model. But we need other examples showing for instance 
other aspects which were not discovered yet. Then, we need to 
build an inference engine capable of integrating and reasoning 
with this type of semantics. 

Therefore, it is now possible to give a definition of a 
geographic rule that can be set as an imperative or modulated 
implication (frequent, desirable, etc.) involving either places or 
geographic objects, or both. 

Another track will be to take account of temporal aspects to 
describe the rules of evolution of geographic objects such as 

shape changes (forests and deforestation, urban sprawl, 
dissemination, flood, etc.). Also 3D should be included. 

But first and foremost, it is necessary to continue this 
analysis in order to introduce other cases and thus enrich the 
semantics of the geographic rules. Then, it will be possible to 
propose a robust, consistent and effective formalism for 
representing the geographic rules and enable them. It will also 
need to define the precise specifications of the actions to be 
undertaken for the treatment of the modulated implications. 
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Abstract — In recent years, we have seen a growing number of 
location-based sensors used to measure increasingly diverse 
phenomena. Therefore, we consider the increasing need to 
efficiently manage the huge amount of data collected from 
located wireless sensor networks (WSN). In some phenomena, it 
is fundamental to generate maps in real time. Data can be 
grouped into web-cartography for diverse purposes; so finally, 
we develop a web-based mapping on demand. In this paper, in 
addition to cartographic functionalities mentioned above, we are 
facing another challenge. Indeed, we encounter the problem of 
avoiding on-the-fly overlays of multiple visual layers in order to 
get a result that is easy to interpret due to visual interference 
between graphic elements. The present paper describes an 
approach to the cartographic visualization of geo-data regularly 
acquired by WSN and exhibits a prototype portal based on an 
open source platform for integrated visualization as visual 
realtime summaries. An application in meteorology is proposed. 

Keywords-component; real-time database; sensors, real-time 
cartography; interactive visualization; geovisualization, semiology. 

I.  INTRODUCTION  
In the last decade, a new concept has emerged known as 

“Digital Earth” for which one is seeking ways to ensure 
access to information resources and to deliver geo-referenced 
knowledge to everyone. To reach this goal, many problems 
need to be addressed. One of the key issues is the 
development of novel methods coupling big data arriving in 
real time from sensor networks and the appropriate 
visualization in a way that allows users of its rapid and 
correct understanding. As visual presentation and analysis of 
these data are currently a very promising research topic; the 
scope will be not to determine the mapping once at all, but 
more especially to calculate it in real time in order to 
visualize evolution and to understand information in space 
and time by means of visual summaries. 

In addition, much of the research effort in geovisualization 
research has made to improve dynamic, interactive maps, 
especially for broadcast on the Internet [1]. The number of 
applications has grown exponentially with the advent of 
application programming interfaces (APIs), such as Google 

Maps API1 , OpenLayers API2, OpenStreetMap 3. Further 
research actions in exploratory geovisualization have resulted 
in significant efforts to understand the use and improve the 
usability of interactive applications for the Web-based maps 
[2, 3]. However, many current systems only allow static 
layout for relatively large data sets display. In the current web 
cartography, tools will require unique solutions for 
navigation, querying, viewing and interpretation of millions 
data in space and time. 

Moreover when it comes to real time geographic data 
coming from the sensor network, here the complexity of 
geovisualization increases further. In addition, existing 
cartographic design principles must be adapted to cope with 
the production of on-the-fly maps associated with large 
volumes of data.  

In this paper, our challenge is multiple: 
• Because of the problems caused by data entry and 

processing time data streams coming from sensors 
networks, we are motivated to introduce a dynamic 
system that will collect and input data automatically into 
a GIS system, to process and to visualize these data on a 
real time web-cartography. 

• Graphic semiology for real-time environments: The 
integration of real-time data in interactive cartographic 
visualization has gained little attention in research to date, 
many maps (especially digital versions) are of poor 
cartographic quality containing huge amounts of data 
(e.g. synoptic maps), despite existing guidelines. 
Accordingly, these maps are difficult to understand and 
interpret what hinders the flow of information and 
communication of important phenomena available, so, 
how can we improve the presentation and cartographic 
visualization communication? 

• In some kind of maps, usually called atlases, only one 
variable is mapped separately and often two of them are 
presented together. But sometimes there is an attempt to 

                                                             
1 https://developers.google.com/maps/ 
2 http://openlayers.org/ 
3 https://www.openstreetmap.org/ 
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show three or four variables with a result that is difficult 
to interpret due to the interference between visual 
graphics, so the question is: how in a single map 
computed in real-time, to visualize multiple variables in a 
very readable and understandable way? 

In this paper, we will deal with these questions and 
introduce a new approach method of visualization of sensor 
data. The rest of the paper is organized as follows. Section 2 
presents related works. Section 3 presents the methodology of 
our system. Section 4 we present our preliminary result and 
discussion. We conclude our paper in section 5 and suggest 
some further perspectives. Along the paper, an example is 
used, based on meteorological data. 

II.  STATE OF THE ART 
In this section, we briefly discuss related works required to 

understand our research. 

A.  Sensor network 
Sensor network consists of an autonomous node set, 

battery-powered, randomly distributed in a geographic area 
that defines the territory of interest for the captured 
phenomena; each of these nodes has the capability to collect 
and route data either to other sensors or to some gateways [4] 
(see Figure 1). 

  
Figure 1.  Sensor networks architecture. 

Data streams coming from sensor networks are defined as 
“sequences of ordered data (usually by arrival time), 
continuous and real-time” [5]. They are different from 
conventional data, characterized by the spatial dimension of 
data which determine the sensor position, and the time 
dimension of the data which determines the moment of shared 
sensors measurement. Both are carriers of information and 
play a crucial role in the information synthesis. However, the 
real-time data streams are not easy to retrieve and to process. 
Few software products and applications dealing with such data 
due to their continuous nature and volume and all in real-time, 
manage such data in a workable set of constraints and 
challenges. 

B.  Cartography, GIS, geovisualization 
Cartography is an ancient discipline developed from the 

practice of making maps, combining science, and complex 
techniques in an effort to portray the world accurately and 
effectively convey information to the map-reader [1]. As a 
GIS (acronym of Geographic Information Science), was 
developed much more recently as software systems designed 

to perform a wide range of operations on geographic 
information. GIS is supported by progress from various 
disciplines such as geography, surveying, engineering, space 
science, computer science, cartography, statistics, and so on. 
Cartography is both an art and a science. Many researchers 
found the traditional term cartography too limited as a 
description of this new, much richer world, and begin to 
describe their field as geovisualization. Geovisualization 
(GVis) [1] is considered as a means of representing spatial 
information visually in a way that allows people to explore, 
synthesize, refine, analyses, and communicate conclusions and 
ideas. Geovisualization is much more than cartography since it 
includes other methods to represent the geographic reality for 
decision-makers.  

C.  Related Works in real-time Web-cartography 
Integrating web cartography has been studied since 1997 

[6]. Several techniques have been added to maps, making 
them more interactive, dynamic, multimedia and improving 
the access to information (accessibility, timeliness, 
authenticity). These techniques fully exploiting its potential 
must be addressed for the need in terms of more complete 
communication and effective and improved cartographic 
analysis. The design of the web cartography maps is 
constituted by a set of sophisticated visualization functions 
which allow users to interact with maps through a GUI 
(Graphical User Interface) for example by increasing the level 
of details by zooming, remove less important elements by 
filtering, GUI must be laid out clearly and functions must be 
easily identifiable and manageable to ensure an uncontained 
use and intuitive system [7]. 

Another starting point is in the information visualization 
topic, several authors [8, 9] adopted the Visual Information-
Seeking mantra stated by Ben Shneiderman [10], namely 
“Overview, Zoom and Filter, Details on Demand” as a starting 
point to create a good visualization; it is a well-known 
visualization paradigm which encompasses several visual 
design guidelines and provides a general framework for 
designing information visualization applications: 

• Overview: gain an overview of the entire collection; 

• Zoom: zoom in on items of interest; 

• Filter: filter out uninteresting items; 

• Details-on-demand: select an item or group and get 
details when needed. 

Interactive functionality and web-based technology for an 
expert tool in the field of natural phenomenon management 
has been identified in recent research, in [3] authors have 
developed a web-based application for real-time visualization 
of hydrological data. This application provides tools to control 
interactively, trace, and compare available information. 
Another research project focuses on the methodology and 
scientific issues involved in real-time cartographic in 
operational hydrology field [11]. This project aims at 
automating mapping steps applied to real-time data 
measurement from sensors. To serve as a proof of concept and 
demonstration purposes, an information system to map in real 
time hydrological data was established. It consists of a space 
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base in real time and a user interface based on Web mapping. 
This kind of application allows real time control of all 
operations and also allows synchronization with time and 
especially in the field of early warning, for a discussion of the 
strategy to introduce real time in the cartographer the reader 
can refer to [12]. 

D. Semilogy and cartography 
Cartography is the result of a structured model, organized; 

the final quality resulted from the inclusion of simple rules of 
graphic semiology and map design. They follow the graphic 
semiology developed by Bertin [14]. Web cartography is 
associated with technical restrictions and specific semiotic 
requirements. Signs, graphic variables, color, context, density 
are all aspects to be considered in the cartography.  

Since we only assessed 2D maps, Jacques Bertin’s 
definition of the characteristics of point [13], line and area 
symbolization served as a basis. These six visual variables: 
color hue, color value, shape, size, orientation, and texture 
have been actively discussed and extended by several 
authors. However, we only included variables that were 
present in at least one of the assessed cartography. Bertin’s 
six visual variables were consequently extended with color 
saturation added by MacEachren [14] and transparency added 
by Wilkinson [15]. These variables were analyzed in order to 
assess which variables are used for natural hazard 
visualizations and what values they are assigned. Figure 2 
gives an overview of the visual variables. 

 
Figure 2.  Overview on the visual variables  [21] 

Pang [16] addresses the issue of the uncertainty associated 
with data on natural hazards in detail and presents potential 
methods to visualize the uncertainty of natural hazards such 
as the application of blurriness, transparency or shake, using 
the tint color, saturation, or value, a grid overlay which is 
modified according to the uncertainty values, the drawing of 
the contour lines, the variation of the thickness, brightness or 
connectivity symbolization, the use of glyphs, histograms or 
plots. 

Color is a visual variable widely used in large-scale 
cartography. Different color shades allow different thematic 
distinguished. Generally colors ranging from blue are often 
used for water depths of illustration, but also to show a 
decrease amount. The red colors, are often used to show a 
risk, a hazard, but also an increase of the amount. While 
green is often used for forestry, tan for deserts. Color choice 
should be made by carefully because it is an important 

variable to create visual attention [19]. A bad choice of color 
can confuse user map [20]. 

More than 90% of cartographers used color hue for the 
symbolization area in maps, the colors are preferred in the 
realization of a large-scale map [21]. Although the texture is 
a visual variable that would be well suited to solve the map 
overlay multivariate problems, only some of the maps contain 
the variable analyzed visual texture. If more than one layer of 
thematic data is displayed, the textures can superimpose and 
lead to the omission of important information thanks to the 
effect of laciness [18]. In addition, if the texture is carefully 
chosen and applied, it may seem chaotic and disturbing the 
overall balance of the map. 

III. METHODOLOGY : AN GIS BASED WSN DATA 
VISUALIZATION SYSTEM 

In this section, we discuss how challenges described above 
are solved in the proposed methodology. Specifically we first 
briefly describe the details about the manner we build GIS 
visualization systems with WSN geo-data. We then present 
the perceptual basis for our design map and describe its 
implementation in a public weather display in comprehensive 
adopted the Visual Information-Seeking mantra stated by Ben 
Shneiderman [10]. Then because our prototype WSN is 
deployed to monitoring we chose to superpose multiple layers 
of visualisation to inform the developments made by Plaisant, 
Wilkinson, and Bertin [14, 15, 16]. We finish with a 
discussion of the implications of those results. 

A. Used data and test area 
Real-time data set processed in the project comes from 
OpenWeatherMap API4. This API provides access to weather 
sensor stations that are directly connected to the Internet and 
enables us to collect high frequency updates from potentially 
hundreds of thousand sensors deployed over a larger area. We 
used altogether 160 stations distributed in the region of 
France. With such a data format, we can potentially use a 
variety of meteorological data to describe different weather 
phenomena, their distribution organization in space. The 
temporal resolution is chosen as fifteen minutes. Active 
sensors acquire data stream for each climate, density variable, 
perhaps a few values such as: temperature, humidity, 
pressure, speed and direction of wind, the presence of clouds 
and precipitation. 

B.  Real-time workflow and functions 
Figure 3 gives an overview workflow which shows the 
various components used in the system and how they are 
connected to each other. To view the sensor data collected 
from our WSN deployed, we need three steps: 
 

• Geo-data collection, 

• Geo-data preprocessing and storage, 
                                                             

4 http://openweathermap.org 
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• Geo-data display in web-cartography (semiology...) 

1) Geo-data collection: URL to database 
 

Each of the stations contributes from the OpenWeatherMap 
API to an XML file on current meteorological conditions; this 
file is updated every time the station sends a new set of 
observations. There is currently no direct method to retrieve 
these conditions concerning several weather stations; they are 
individually accessible via an URL that contains the ID of the 
station of interest. To create a complete set of meteorological 
observations for France, which can then be analyzed, a small 
Java program was developed to collect data streams from 
several stations iteratively each fifteen minutes, and the 
observations are then stored in a PostgreSQL/PostGIS 5 
database. 

  

Figure 3.  System architecture and used technologies for the workflow. 

PostGIS extension can provide support to the database for 
storing multiple geographic coordinates. The reason we chose 
PostgreSQL is because it is open source, popular and 
supported by a wide variety of systems (See Figure 4). A 
JDOM6 API is dealing the browse of the returned XML7 

document and retrieves the data to immediately decipher the 
response returned by the service (OpenWeatherMap API). 

2) Geo-data preprocessing and storage 
 

Before the insertion into the database will occur, data are 
checked and cleaned (e.g., duplicate measuring time, type of 
data such as text or number, outliers). If the data fail to meet 
these conditions, either no data or pre-set values are stored. 
So we had to consider a degree of confidence for data in real 
time when used for filtering and comparison with the 
historical data. 

                                                             
5 http://www.postgresql.org/ 
6 http://www.jdom.org/ 
7 Extensible Markup Language 

  
Figure 4.  Real time acquisition geo-data process  

We use R-project to create a web-cartography and 
geographic information using Leaflet8 and Rgdal9 package. 
The first reason or choosing R is that its open source software 
and freely available. And the second was that possible to 
generate directly a web-map from R. 

3) Geo-data display in web-cartography 

After the work steps between the extraction and the backup 
of the database, the data is automatically converted into 
graphic formats so that they can be presented in the 
cartographic interface based on the Web. In this section, we 
present the details of how we present the geographical data. 
These include how to display the map, the different layer data 
in web-cartography application, semiology, the visual value. 

 
Figure 5.  Overview of the archive data collection  

In this paper, we have used four different layers to 
complete the map application. There are several basic 
components that are implicated in the development of web-
cartography: basemap; thematic layers; additional 
information; interactivity; legend.  

a) Basemap 
There are eight types of predefined maps currently 

supported by ESRI. They are streets, satellite, hybrid, 
topography, grey, oceans, national-geographic, and 
OpenStreetMap (OSM).  

                                                             
8 JavaScript library for interactive maps 
9 Geospatial Data Abstraction Library 
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Figure 6.  Extract R-code basmap example 

In our application we have used OSM as a basemap. OSM 
is used because it is an open and freely available database of 
geographic data. Moreover, it provides more desirable 
locations and easier traceable views than other available 
maps. An example in R is given in Figure 6.   

 
Figure 7.  France Basemap with OpenStreetMap(OSM). 

Here is the map built a basemap map inside the given 
HTML container. The scope of the map is the size of the 
container. The manufacturer Map includes a basemap name 
as the first parameter. Therefore, we use the fitBounds center 
setting, this ensures that, when a user opens the application, it 
is automatically centered on a desired location, so that the 
user does not need to know where is located, we define the 
map size by size map settings, default map has a contextual 
option that displays a minimum value related to the clicked 
point. As the default context menu cannot serve our purpose, 
we used to popup to display additional information. 

b) Thematic layers 
Visualization is important when working with data from 

sensors. According to Plaisant [17] the biggest problem when 
designing visualizations is mounting and the combination of 
visualization to the user's wishes. Try to view the data; 
different views of the same data set should be available. 
Recall our second objective; in real time, it is important 
particularly in the meteorological field when decisions must 
be taken in short terms, within hours or minutes. Such 
situations leave no time for the reader, it loses a lot of time 
between several maps to see several phenomena, but if in a 
single maps several phenomena without presented bunk and 
interactively or it can compare and interact with the map that 

will be more interesting to the reader for taking immediate 
decision. According to [21], it is impossible for humans to 
examine the information and understand the content and then 
discover and combine it in a short time under the pressure of 
time in disaster management. 

Overlaying many of the different thematic layers is still a 
challenge in cartography: it is the central component of the 
application. To construct these layers, the database 
connection operations have been used to make the database 
available to R. When properly selected, it makes it more 
comfortable for a user to work with data and data can be 
understood more quickly and easily. The weather maps 
generally show the information using the contour intervals 
resulting from an interpolation method. Our mapping solution 
is to use visuals three channels; a color channel, a texture 
channel, and a symbol channel, to separate the perceptual 
variables and make them independently readable. Remember 
that the second objective of this paper is to provide 
visualization more easily and a method of combination that 
clarifies understanding, but not to obscure it. To this end, 
three different visualizations are used. 

We chose to map the atmospheric pressure interval of color 
codes because it is so pervasive in modern weather 
visualizations whereas the wind speed is usually represented 
by proportional symbols. We added the digital text to provide 
additional wind information for the wind direction which is 
given by symbol orientation. Finally, we have chosen to 
represent temperature with texture with the use of contours, 
because it was the only channel and we found later that it 
provided a great opportunity to mix the use of texture with 
the use of contours, which are commonly used to represent 
the pressure in the weather maps and make abrupt changes in 
pressure visually prominent. 

c) Generalization 
Modern IT environments allow assessments of high spatial 

resolution cartography, which results in huge amounts of 
data. These raw data must be pre-processed before it can be 
viewed to avoid chaotic and overloaded maps. For these 
generalization techniques to be applied, it includes 
interpretation, selection and omission of facts available. To 
keep the balanced mapping of available information can be 
neglected or given a lower level of importance. An example 
is the smoothing of raster data so that the edges are rounded 
and can be integrated in the maps without being visually 
striking (see Figure 8).  

Another important task is filtering the raw data before they 
are presented to the map-readers. The greatest responsibility 
takes over this task; an easier map can be read and interpreted 
by users 

a) Interactivity 
Zoom, filter, panoramic and layer visibility management 

are all functionalities that provide interactivity with 
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cartography. A more sophisticated mapping portal offers 
additional features such as tooltips or windows with 
information on attribute values, measure distances, search 
functions, uncertainty values and printing options. 

 
Figure 8.  Raw raster data (a) can be visually striking and should be 

smoothed in order to obtain a natural appearance (b) [21]. 

b) Legend 
The legend is a key that contains information on the 

thematic areas present; it supports the orientation of the map-
reader. If the legend is not clearly visible or if ignored, by the 
map-readers, they cannot decrypt the contents of the map can 
lead to misinterpretation. 

IV. PRELIMINARY RESULTS AND DISCUSSION 
The outcome of implementing these methods is illustrated 

through a graphical user interface (Figure 9), it displays a 
simple form of the map contains meteorological data in real 
time that are automatically modified, processed, and 
displayed in an interactive web cartography and meets the 
basic principles of readability and comprehension, map 
illustrates how geographic data can be viewed by vector maps 
where various geometric and pictorial map symbols are 
presented. The expected temperatures are displayed as an 
interpolated surface filled with a visual value textured where 
the variation of the thickness proportional to the temperature 
value associated with the caption displayed in the auxiliary 
window (second legend right). 

 
Figure 9.  Web cartography created in real time 

During writing of this paper, since we were unable to find 
previous examples using visualization isolines filled 
proportional texture, it was an opportunity to integrate and 
test in our prototype. As pressure is represented by isolines 

filled by the color level as depicted in legend right up. The 
wind speed is usually represented by proportional symbols; 
we added the digital text to provide additional wind 
information for the wind direction is given by the symbol 
orientation (an example is shown in Figure 10). 

 

Figure 10.  Popup window showing wind speed information 

In our current implementation, the user has the ability to 
customize data. However, the user can interact with the map 
and change the view by interacting with the interactive menu 
(right down), followed by the date of the last updates as 
shown in Figure 10. In addition, spatial navigation controls 
such as zoom in/out, panoramic visual and re-centering are 
available, so users must be able to zoom in/out, and even a 
map of the edition menu (left of the interface).  

Moreover, when users click on any location on the map, he 
opens a window on the map corresponding to the particular 
sensor or estimated values of adjacent sensor for more 
information. This is illustrated in Figure 11. At present, the 
service is not fully complete; however, it follows all the 
major concepts and supports mapping data arrives in real 
time from the sensor distributed over a territory. 

 

Figure 11.  Popup window showing additional information 

For exploration and visualization of measured sensor data, 
an interactive web map was developed; application complies 
with the basic design principles outlined above. Namely the 
multiple views and tasks and principle were followed as 
(overview, zoom and filter, and details on request) principles 
were followed. In this paper, our objective was twofold; 
firstly, we intend to have deeper processes parts of the 
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automated process of digital cartographic modeling and its 
implications for web-based interactive cartography. 

On the other hand, we expect progress in the area of the 
temporal and real time GIS mapping, which is today a 
challenge that concerned many researchers. With our 
prototype, we would like to provide an application that can 
significantly reduce the work offline by automating much of 
the cartographic design process. 

IV. CONCLUSION AND OUTLOOK  
 Sensor data are typically in the form of digital values; 

therefore, the understanding of processes or analysis is not 
trivial. Visualizations can be an interesting solution which is 
a complex process; take the digital data, analyze, use methods 
of extraction and aggregation, and then give the user a 
graphical interface represents a challenge. The ultimate goal 
is to provide automated way, real-time visualizations from 
the raw data of distributed measurement while respecting 
rules and modern cartographic standards. 

In this paper, we present our first initial research efforts to 
store and manage and visualize big sensor data in a WSNs 
prototype based on GIS. By focusing on the cartographic 
visualization and friendly interaction to facilitate 
understanding the information, we present a web cartography 
application that provides responses to data requests 
effectively. We prove by our workflow, as the sensor data 
processing to achieve the visualization is possible on the fly. 
This allows users to visually relate the phenomenon 
represented by superimposing layer, it is the second objective 
of the research presented here; develop and implement 
strategies to symbolize appropriately aggregated data to 
support the visual interference. Our works are still in progress 
and research can be extended to include the following future 
work:  

• First, we intend to add more functionalities as time 
navigation; we also plan to add alerts for certain types 
of data that automatically notify an interested user 
group.  

• In order to establish rules of best practice in this area 
by facing this objective, a psycho-cognitive test can 
be presented as a questionnaire to validate the choice 
of the visual vocabulary order to interpret the results 
of the application of a simple and correct way. 

• The visualization presented in real time requires a 
fully automated processing and no error due to non-
possibility of verification data map before displaying. 
The main difficulty coming from the complexity of 
the workflow is the quality of data that is unknown. 
This problem was solved by a simple checking of the 
validity of real-time values on-the-fly before viewing, 
but we think that we still need more thorough research 
in our future work to solve this problem. 
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Abstract

Version control systems (VCS), such as Subversion and
Git, are pervasive in industry; they are invaluable tools for
collaborative development that allow software engineers to
track changes, monitor issues, merge work from multiple
people, and manage releases. These tools are most effec-
tive when they are a part of a developer’s habitual work-
flow. Unfortunately, the use of these powerful tools is often
taught much later in a developer’s educational career than
other tools like programming languages or databases. Even
an experienced student’s first experience with version con-
trol can be unpleasant. In this paper, the authors analyze
the workflow of two common Version Control Systems with
different version controls (Subversion and Git) to build a
common visual language for these systems (Version Control
Visual Language, or VeCVL), and show that the same visual
language applies to other version control systems.

Keywords- computer science education, education technol-
ogy, pedagogy, version control, visual language

1 Introduction

Mastery of version control is vital to a developer in mod-
ern software engineering; the scale of current projects re-
quires collaboration from teams of developers to correctly
and efficiently implement, maintain, and release software
that solves real-world problems. Some projects have im-
mense code bases, some require experts in different areas,
and some (such as the Linux kernel) fall into both cate-
gories.As with any tool in a software engineer’s repertoire,
the VCS is most effective when used frequently; however it
is one of few tools that can be detrimental to the success of
a project unless its use is habitual. Poor or incorrect use of
a debugger can slow down development, but a developer is
unlikely to destroy a project by “jumping into” a function

definition instead of “jumping over” it. Incorrectly using a
source control tool can destroy other developers’ changes,
modify history, or make it difficult to tag and release a new
version of the software. To realize the full potential of ver-
sion control, the system must be used frequently, with small
changes.

Unfortunately, these tools are often taught late in a stu-
dent’s educational career. They may be introduced in a soft-
ware engineering course (often not one of the first courses a
student takes), and may not be reinforced in future classes.
These systems can also be difficult to use; for all their power
and flexibility, they can be unfriendly and require students
to make drastic changes to their normal development work-
flow.

This paper, in conjunction with concurrent research [1],
is an investigation into embedding the use of version control
within pedagogy. To simplify interaction with these tools, a
visual language that supports the basic operations of com-
mon version control systems is presented. It aims to re-
duce the severity of the learning curve these tools have and
ease the transition between different systems. Additionally,
an analysis of the initial implementation of VeCVL is pre-
sented.

2 Background and Related Work

In this paper, we build on research in the areas of in-
structional technology and pedagogy, visual languages, and
version control systems.

2.1 Instructional Technology

Software engineering and development can be challeng-
ing, and a variety of pedagogical approaches have been de-
veloped to assist with the learning process [4]. Scaffolding
is a popular instructional technology that supports begin-
ning students in accomplishing challenging tasks [11]. As
the student becomes more proficient, the scaffolding can be
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gradually removed (through a process called fading) until
the support is no longer needed. In this work, we propose
to provide a visual language for new software engineers as
a scaffolding mechanism to facilitate learning and the tran-
sition to native VCS environments.

2.2 Visual Languages

To facilitate the introduction and application of version
control tools in developer’s workflow, we build on the work
done in the area of visual languages. A visual language is a
system of communication using visual elements rather than
letter strings [10]. The introduction of useful visual indi-
cators has been shown to improve cognition by leveraging
our human ability to see patterns and trends [5]. Our work
develops icons for operations in the work flow and follows
conventions for visualizing relating or overlapping features
in a common way as recommended by Jones [6].

2.3 Version Control Systems

Readers interested in the history of modern version con-
trol systems (VCS) should should refer to [9]. Of interest in
this paper is the development of two different paradigms of
VCS: Centralized and Distributed.

2.3.1 Centralized VCS

A centralized VCS works on the principle of having a sin-
gle shared repository that accepts code; multiple developers
pull the latest working version from the shared repository,
make changes, and then synchronize their changes to the
repository [2]. This workflow is simple to understand and
widely used.

One consequence of this workflow is race conditions: if
two developers are working on the same code base, and the
first developer pushes changes to the central repository, the
second developer must first update their local copy with the
changes from the global repository before they can upload
their changes.

One widely adopted Centralized VCS (CVCS) is Apache
Subversion, or SVN. SVN is an open source, mature CVCS
that is a fully semantic successor to CVS, and is used to host
code for many open source projects and groups, including
WebKit and the Apache Software Foundation [2]. The ba-
sic work cycle in SVN is outlined in [8] and visualized in
Figure 1.

These basic steps map to the following commands:
• Get Local Copy: svn checkout
• Make Changes: svn {add,move,copy}
• Review Changes: svn {status, diff}
• Fix Mistakes: svn revert
• Get Changes: svn update

Start: Get Local Copy

Make Changes

Review Changes

Fix Mistakes

Get Changes

Update Local Copy

Publish Changes

Resolve Conflicts

Figure 1: Basic Workflow in SVN

• Resolve Conflicts: svn resolve
• Publish Changes: svn commit
• Update Local Copy: svn update
Note that when resolving conflicts, a developer must first

attempt to update their local copy with an svn update.

2.4 Distributed VCS

A Distributed VCS (DVCS) works on the principle that
there does not need to be a central, global repository. In-
stead, it provides the flexibility to adopt different develop-
ment styles by allowing multiple upstream repositories to be
used. Git, a highly popular DVCS, is built around the con-
cept that every copy of the repository is actually a repository
that others can clone and submit changes to. This enables
workflows such as the one adopted by Linus Torvalds (the
creator of Git) in the development of the Linux Kernel: the
Benevolent Dictator [2]. In this model, the dictator (Tor-
valds) maintains a blessed repository: a reference repository
that is the “official” version. Developers update their local
repositories from the blessed repository but publish changes
to the dictator’s trusted lieutenants. These lieutenants col-
lect and merge these changes, providing a level of quality
control and acting as an aggregation layer before code gets
to the dictator. The dictator then merges changes provided
by the lieutenants and publishes their master to the blessed
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repository.
An interesting aspect of this style of version control is

that it does not preclude the possibility of using a central-
ized workflow; as such, Git hosting systems like GitHub or
BitBucket are frequently used as a central repository. This
has one major implication: the visual language designed
for a DVCS must be a superset of the visual language for a
CVCS. A sample Git workflow is shown in Figure 2.

Start: Get Local Copy

Make Changes Review Changes

Fix MistakesCommit to Local

Get ChangesResolve Conflicts

Publish Changes

Update Local Copy

Figure 2: Basic Workflow in Git

These basic steps map to the following commands:
1. Get Local Copy: git clone
2. Make Changes: git {add,mv,rm}
3. Review Changes: git {status, diff}
4. Fix Mistakes: git reset
5. Commit to Local: git commit
6. Get Changes: git pull
7. Resolve Conflicts: git add, git commit
8. Publish Changes: git push
9. Update Local Copy: git pull

Note that when resolving conflicts, a developer must first
attempt to update their local copy with a git pull.

2.5 IDE Integration and VCS Clients

As version control is such an important tool in software
development, multiple graphical interfaces for Git and SVN
exist, and several IDEs have VCS Integration. Some IDEs,
such as Netbeans, do not use icons in a toolbar and instead

rely on drill down menus that do little to hide unneeded
complexity. Figure 3 shows the icons that are used in
the popular TortoiseGit and TortoiseSVN integration tools.
These two programs seem to try to keep the wording and
icons somewhat consistent between the two VCS.

(a) TortoiseGit context
menu

(b) TortoiseSVN context
menu

Figure 3: Various VCS clients and IDE VCS Integration.

3 Designing a Visual Language for VCS

3.1 Design Principles

The visual language for VCS (VeCVL) consists of two
sets of icons: those for DVCS (dVeCVL) and those for
CVCS (cVeCVL). VeCVL follows these design principles
(listed in order of importance).

3.1.1 Centralized Version Control is a Subset of Dis-
tributed Version Control

Any icon in cVeCVL must have meaning in dVeCVL. At
this point in time, VeCVL is equal to dVeCVL; however, if
new paradigms of VCS are introduced, the language will be
able to grow to accommodate these advances.
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3.1.2 Related Operations Have Related Icons

Due to the nature of the local and remote architecture, some
operations have related meaning. For example: updating
the local copy makes the developer’s local repository match
the remote repository. Publishing modified code makes the
remote repository match the developer’s local repository. It
follows that the icons for these operations should be similar,
but in some way opposite.

3.1.3 Aggregate Operations Have Aggregate Icons

Some operations are aggregates of more primitive opera-
tions. The git pull command, for example, can be
achieved by performing a git fetch (that pulls indexes
of remote changes) and then running git merge to merge
the remote changes into the local repository. If possi-
ble, the icon for git pull should be the composition of
git fetch and git merge. This should never super-
sede meaning across VCS, however; if such an aggregate
icon would not make sense for both SVN and Git (and other
VCS), then this design principle can and should be ignored.

3.2 Verb Meanings

To design a meaningful visual language, the operations
must be grouped by their basic functionality. Note that in
Figures 1 and 2, the workflows are presented independently
of the verb chosen by each VCS. This is important because
between the two systems, the same verb may have the dif-
ferent meanings for Git and SVN (commit being the most
obvious example). As such, the first step in creating a vi-
sual language is to identify an independent set of verbs that
communicates the meaning of the operations. These verbs
should, when possible, not be biased towards a specific
VCS. Table 1 shows the identified verbs and their meanings
in VeCVL. The definitions use the following glossary:

• Upstream: A remote repository; in a CVCS, the cen-
tral repository.

• Local: The local working copy of an upstream reposi-
tory.

• Conflicts: a portion of source code that has been mod-
ified both locally and upstream.

3.3 Design of Individual Elements

Because aggregate operations should have aggregate
icons, there should be some commonality between elements
of the language. To this end, individual parts of meanings
have graphical cues that combine to form the icons.

Repositories themselves will be represented as a direc-
tory (folder); they are stored on the file system as such, so
the imagery associated with it will closely mirror what it
represents. Upstream repository storage will be represented

by a cloud, as cloud computing has become a catch-all term
to describe services and platforms running on remote hard-
ware not under control of the user. This concept of storing
shared data in the cloud should be familiar to both veteran
developers and students of software engineering and pro-
vides a simple graphical element that can be used in con-
junction with others to give meaning. In contrast, local
storage will be represented as a computer (similar to My
Computer in Microsoft Windows).

Motion between repositories or files will be represented
with arrows, with the direction of the arrow indicating the
target of the action. Arrows are particularly important be-
cause they are capable of representing a merge operation
in addition to showing the direction of motion. The idea
of a change will be represented by the Greek letter Delta
(∆), which is common notation. Other common visual cues
will be drawn from established software and icons. Figure 4
shows some of the design elements that comprise VeCVL.

3.4 Resolving Conflicts In Resolving Conflicts

Git and SVN handle resolving conflicts in files in differ-
ent ways. In an SVN repository, when a conflict is detected,
multiple versions of the conflicted file are created. The de-
veloper then populates the file that will be kept, and runs the
svn resolve command, indicating to the VCS that the
version has the desired content.

Because Git handles the local working copy as a fully
qualified repository, the normal behavior for handling
merge conflicts is different. The file in question has indi-
cators inserted that show where the conflicts occur. The
developer makes changes to this file, ensures the content is
correct, then simply adds the file to the list of changes, and
makes a local commit. This git add; git commit
workflow has the same purpose as svn resolve: indi-
cate to the VCS that the contents of the conflicted file are
correct. However, it treats the changes like any other modi-
fications to the file.

Because SVN creates a new command for this operation,
VeCVL will also have a verb for this action (see Table 1, un-
der reconcile). When mapping to commands, it maps
directly to a git add and a git commit operation. To
follow the design principles specified above, the icon should
be an aggregation of the icons for add and commit. This
combining simple operations into more complex operations
is common in Git, as it is built into the very design princi-
ples of the system.

3.5 Fetching Changes Vs. Pulling Changes

Git has an operation designed to download a listing of
modifications from an upstream repository without merging
those changes into the local repository. This git fetch
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Table 1: VeCVL Verbs

VeCVL Verb VCS Verb Meaning

dV
eC

V
L

cV
eC

V
L

duplicate
git clone Create a local copy of an upstream repository

svn checkout

add
git add Add a file to the list of changes
svn add

delete
git rm Remove a file from the repository and the file system

svn rm,del

undo
git reset Undo changes made by a add operation (remove file from list of changes)
svn revert

move
git mv Move a file from one location to another (renames the file)
svn move

status
git status View status of files in repository
svn status

compare
git diff Compare two files, or versions of same file
svn diff

merge
git merge Merge two conflicting versions of code (upstream and local, or multiple branches)
svn merge

reconcile
git add,commit Indicate that conflicting versions of a file have been handled
svn resolve

sync
git pull If no conflicts, make the local repository identical to the upstream repository
svn update

publish
git push If no conflicts, make the upstream repository identical to the local repository
svn commit

commit git commit Save a commit in the local repository (local publish)
fetch git fetch Get index of changes from upstream, but do not merge into local branch

operation allows a developer to pull in changes from mul-
tiple remote systems and use changes from all of them (by
treating them as separate branches of code). This does in
turn mean that git pull is in fact an aggregate opera-
tion: fetch the changes from a remote repository, and
then merge the changes from the branch representing those
changes.

This is not fundamentally different from the way SVN
handles the update operation; it simply breaks the one
complex operation into two more primitive operations. The
final result still involves getting the changes from the server
and combining them with the local working copy. There-
fore, the icon for sync (git pull and svn update)
can be a combination of the icons for fetching and merging,
without destroying the meaning of the image.

(a) Repository (b) Upstream (c) Local (d) File

Figure 4: Basic Design Elements. Icons are Modifications
of [7]

4 VeCVLv1

4.1 Language Specification

Figure 5 is the result of applying the design principles
and elements enumerated in the previous section. Prototype

icons express the idea of the visual language. Later iter-
ations will include increasing readability by making better
use of the icon space available.

Figures 6 and 7 show the same basic workflow diagrams
shown in Figures 1 and 2 respectively, but use the visual lan-
guage instead of the descriptions of the steps. It is easy to
see that the workflow for SVN is just a subset of the work-
flow for Git, which was one of the design goals for VeCVL.

4.2 Implementing VeCVL

GitSubmit [1] describes the implementation of a simpli-
fied Git client used specifically for submissions in lower
level courses. It was designed to simplify the use of inter-
acting with version control systems and get students used to
the basic workflow using Git. The GitSubmit interface im-
plements the language described by VeCVL. A thorough de-
scription of GitSubmit, including screenshots, can be found
in [1].

The UI for GitSubmit is designed around the principles
of design for VeCVL; indeed, the UI itself is an imple-
mentation of VeCVL. Arrows are used to denote motion of
changes and commits through the system.

5 Preliminary Results

Evaluation of VeCVL as implemented in GitSubmit is
ongoing through user testing. The interface is being used as
the exclusive submission system in two classes at Northwest
Missouri State University: Data Structures and Algorithms.
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(a) Duplicate (b) Add (c) Delete (d) Undo (e) Move (f) Status

(g) Compare
(h) Merge (i) Reconcile (j) Sync

(k) Publish (l) Fetch

(m) Commit

Figure 5: Proposed Visual Language for Basic VCS Operations

Figure 6: Basic Workflow in SVN using VeCVL

Figure 7: Basic Workflow in Git using VeCVL

6
110



Students were asked to fill out a voluntary survey about the
process used in GitSubmit, and 32 responses were collected.
This survey focused on certain Cognitive Dimensions of
Notation. Two of the statements (with a Likert scale) di-
rectly relate to Error-proneness:

• The user interface helped avoid mistakes when submit-
ting.

• The user interface made it easy to make mistakes when
submitting.

The preliminary results for these questions is promis-
ing: 22 of 32 students either agreed or strongly agreed that
the user interface helped avoid mistakes when submitting,
while 8 were neutral and 2 disagreed. 20 of 32 students
strongly disagreed or disagreed that the interface made it
easy to make mistakes, while 6 students were neutral, and
6 students agreed with the statement. Additional feedback
was collected that will be used to improve both VeCVL and
GitSubmit.

6 Conclusions

Version control systems are important tools for devel-
opers working in any collaborative environment. Unfortu-
nately, they are frequently introduced too late in a student’s
career for them to truly become habitual. Additionally, the
complexity of interacting with these systems can scare stu-
dents away from truly accepting them as a valuable part of
their code development habits.

This paper introduces a visual language for version con-
trol systems as part of a multi-faceted approach to integrate
version control into pedagogy. Together with [1], VeCVL
aims to be a tool for teaching students how to use these tools
easily. Additionally, it allows educators to teach students
the principles of version control, not just “how to use Git”
or “how to use SVN.”

This initial version of VeCVL shows that it is possible
to abstract away from system specific semantics and fo-
cus more on the generalized concepts behind version con-
trol. The visual language introduced in this paper covers
the most basic tasks in a VCS, the ones that developers are
most likely to use every day. It also follows defined design
principles that should keep the language consistent and us-
able throughout its development. Preliminary user testing
on a prototype implementation (GitSubmit) shows that the
language can help with correctly using a Version Control
System.

7 Future Work

This paper introduces the design and prototype imple-
mentation for a visual language for version control. The
initial implementation covers basic concepts that developers
use when working alone and covers the associated concepts

across all of the major VCS. Future iterations are planned
that will extend the visual language to include additional
and powerful parts of VCS that developers use on a regular
basis when working collaboratively.

Branching is a frequently used mechanism in VCS that
allows multiple features and fixes to be developed concur-
rently without interfering with each other. The branching
verb will be the next element added to this visual language.
To adhere to the design principles expressed in this paper,
other icons (specifically the merge/resolve action) may need
to be revisited.

User testing is an important part of any visual language
design. As the language is fleshed out, extensive user testing
is planned that will encompass users of all levels of expe-
rience with VCS. Additional user testing will be done via
surveys sent to developers in industry, academia, and stu-
dents with varying levels of experience with these systems.
The survey will attempt to target users of as many different
version control systems as possible.
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Abstract—We report on a scalable, portable, and secure visual
development environment for programming embedded Ar-
duino platforms with Chromebooks in a successful secondary
school computer science curriculum. Our web-based environ-
ment is part of the larger MUzECS project, an inexpensive re-
placement module for the Exploring Computer Science (ECS)
course being widely deployed in United States high schools.
Students use MUzECS to gain a deeper understanding of
computing, through a set of blocks which provide appropriate
abstractions for working with low-level hardware.

MUzECS improves upon the existing curriculum module
by reducing the hardware cost by an order of magnitude,
while still preserving the key ECS pillars of computer science
content, student inquiry and classroom equity. Programming
with visual blocks provides a more attractive tool for intro-
ductory courses than traditional approaches, and yet enables
high-impact exploration activities such as building a series of
embedded musical instruments.

The current work combines and modifies several existing
tools to eliminate technical barriers on low-cost platforms like
Chromebooks, such as the reliance on special block-based
toolchains, remote compilation servers, or multi-stage transfers
for student code.

1. Introduction

According to the US Bureau of Labor Statistics, nearly
500,000 new jobs will be created in computing over the
course of the next 10 years [14]. Computer Science drives
innovation throughout much of the world economy, but it
remains marginalized throughout primary and secondary
school in many countries. Exploring Computer Science
(ECS) [5] is a secondary school course which is currently
being adopted in many parts of the United States. ECS
was designed from the outset to address persistent gaps
in representation by women and minority ethnic groups
observed in the computing field [10]. It is targeted to early
high school students (ages 14-16), and is designed to work
well in traditionally under-resourced schools. However, the
Achilles’ Heel of ECS has proven to be its sixth and final
curriculum module, which has, until the latest revision,
relied on engaging, but costly and proprietary, robotics kits.

The MUzECS Project [2] was launched to provide a
low-cost alternative to the ECS robotics module, and has
been field-tested by hundreds of students in a dozen dif-
ferent school classrooms since its deployment. The physical
platform which MUzECS operates on is a combination of an
Arduino Leonardo or an Arduino Uno - inexpensive, com-
mercially available credit-card sized embedded computers -
and a “shield” - a circuit board extension that plugs into the
top of the Arduino board to provide additional peripheral
hardware. The Arduino is commercially available, but we
produce the MUzECS shields in-house and provide them
at cost. In contrast with current offerings for ECS module
6, our platform is open-source and can be easily extended
to work with a variety of specializations within secondary
school computer science, all at a very low price.

Recent trends in educational technology have led to a
growing number of schools investing in Chromebooks [8],
thin client laptops that run a Linux variant and the Chrome
internet browser. For schools, Chromebooks represent in-
expensive machines with lower maintenance costs and few
of the device driver, application compatibility and software
virus problems inherent in other types of personal computer.
For computer science educators, Chromebooks encourage
reliance on cloud-based services, but present new technical
barriers to installing traditional software development tools,
such as integrated development environments (IDEs), com-
pilers, and debuggers.

The first release of the MUzECS programming dialect
leveraged the prior Ardublock system, which could oper-
ate on any platform capable of running Java applications.
Chromebooks, due to their very nature, do not allow such
applications to run.

In this work, we present a powerful, web-based graph-
ical programming environment for Arduinos and MUzECS
shields, capable of running on stock Chromebooks as well
as virtually any platform compatible with the Chrome web
browser. Our solution consists of a browser-based IDE for
Google Chrome, and a Chrome extension which allows for
client-side execution of users programs. This is portable to
more platforms than prior work, scales to a larger number
of students with reduced load on webservers, and closes
several usability and security issues with prior work.
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1.1. Initial Solution

In designing a block-based IDE for wide deployment in
high schools, it is necessary to ensure that many students can
use the tool simultaneously (scalability), and that they do
not access other students’ programs (uniqueness/security.)
Finally, we must ensure that our system can be used on the
wide variety of platforms used in high schools (portability).

MUzECS’s first software platform was based on Ar-
dublock, a Java-implemented graphical development envi-
ronment which translates blocks directly to Arduino code.
Ardublock is a stable add-on to the widely used Ar-
duino IDE, and it handles the uniqueness and scalabil-
ity problems effectively, as all code is executed on the
user’s own machine. Furthermore, since Java is a platform-
independent programming language, this solution was quite
versatile, capable of running on traditional Windows, Mac,
and Linux OSes. Schools in the Milwaukee area, however,
have been gradually adopting Chromebooks, a low-cost and
lightweight laptop. Unfortunately, Chromebooks are only
able to run the Chrome browser and Chrome Applications,
and cannot install general purpose software like the Ar-
dublock toolchain.

1.2. Arduino

The Arduino is a small microcontroller board with a
universal serial bus (USB) plug to connect to your computer
and a number of connection sockets that can be wired to
external electionics such as motors, relays, light sensors,
laser diodes, loud speakers, microphones, and more. They
can either be powered through the USB connection from the
computer, from a 9V battery, or from a power supply [12].

Our MUzECS shield attaches to the GPIO pins on the
Arduino Uno or Leonardo. Our MUzECS shield consists of
four LEDS, four buttons, a piezo speaker, and a distance
ping sensor (Figure 1). We made blocks to manipulate all
of the peripherals on our MUzECS shield.

Figure 1. Peripherals for the MUzECS shield board

For a detailed breakdown of the capabilities of our differ-
ent hardware platforms, see section 4.3: Hardware Support.

2. Related Work

Several platforms share the overall goals of the MUzECS
project. Earlier versions of the ECS curriculum used LEGO
Mindstorms robotics kits, which while highly versatile,
were prohibitively expensive for many schools implement-
ing ECS. Version 7 of the ECS curriculum will use more
cost effective Edison Robots[3]. Like MUzECS, the Edison
Robotics platform has a visual language designer, EdWare,
where users assemble and connect blocks in a graphical
environment to program. The Edison Robots themselves are
LEGO robotics kits which are designed to move around.
Like MUzECS’ software, EdWare is free, and the Edison
Robotics hardware is substantially cheaper than the LEGO
mindstorms, ranging from $33-$50 per kit[3].

Code.org’s CS Discoveries course is expected to make
use of the Adafruit Circuit Playground[1], an all-in-one
Arduino platform with similar peripherals to the MUzECS
hardware, plus several attractive improvements, for an aston-
ishing price below $20 per kit. At this writing, the Circuit
Playground hardware is not yet widely available, (and the
proprietary design cannot be replicated by third parties,) the
full accompanying curriculum has not yet been released, the
block-based tools for programming are progressing through
beta versions, and pilot teachers have not yet received
training for deploying the curriculum next spring.

Both the Edison and Circuit Playground alternatives
were made available late enough in 2016 to miss the teacher
training and deployment windows in the spring. The earliest
opportunity for head-to-head comparison of these curricula
in real ECS classrooms will thus be in spring 2017. In
contrast, our work has been publically available for ECS
teacher use since spring of 2015, and now will also be
available on Chromebooks for the coming school year.

With MUzECS, Edison, and Circuit Playground all
available for less than $60 per kit, the primary criteria for
teachers to differentiate upon is the power and flexibility
of the platforms. To that end, while MUzECS is the most
expensive of the three, it is also the most open-ended with
the clearest path forward for subsequent high school courses
that would teach more advanced concepts, transition to text-
based programming langauges, or be extendible with new
shield hardware peripherals.

OzoBlockly [4] is another web IDE based upon Blockly.
The OzoBlockly IDE pairs with the proprietary “Ozobot
Bit,” a small robot, which can move atop a surface using
autonomous LEDs, sounds and infrared proximity sensing.
OzoBlockly has a unique and creative way to load a program
to the OzoBot Bit. Instead of using the serial port on a
computer, the OzoBot Bit can simply be placed on the
screen of the computer and identify a sequence of flashing
lights as a program. This allows for a very simple upload
process to a device for the user and expands functionality
to mobile devices that otherwise could not program external
hardware. OzoBlockly focuses on small games to entice
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younger users, while MUzECS approaches the user from
a musical perspective. Additionally, the Ozobot Bit does
not allow for direct human interaction, unlike our MUzECS
shield.

3. MUzECS Blocks

Our MUzECS block dialect was made to be translated
to code that would run on our Arduino with peripherals.
Designing the blocks has proven to be a key challenge in
crafting MUzECS. We wanted our blocks to be easy to use,
visually appealing, and we wanted each to manipulate a sin-
gle peripheral on the MUzECS shield. The MUzECS blocks
were made not only with the goal of teaching core computer
science concepts, but also with the goal of facilitating the
natural transition from block to text-based programming.

3.1. Our blocks

We based our visual programming dialect on Google’s
open-source, visual-block based programming environment
called Blockly [9]. Our block-based interface works as
follows: users attach blocks together in an online interface,
in the Google Chrome browser. All blocks which the users
assemble must be placed inside a main control block which
reads “program” and has two slots: “setup” and “loop”. The
“setup” slot is a place for the user to initialize different
hardware components on their board. The “program” slot is
where the user assembles the blocks for logic and instruc-
tions.

Figure 2. Example program which uses both the setup and loop slots of
the program block

When approaching this problem, we had the option of
doing all setup in the background, silently, or making it
explicit. We made the decision to make setups explicit to
help facilitate the transition to text-based languages, where
initialization is a key concept. We should note that, when
taking this approach, we chose to include simple error
messages if the initialization is not performed. This stands in
contrast to a programming language like Scratch, which does

not include error messages. We go even further with the idea
of initialization with the keyboard blocks, where “Set up
Keyboard”, “Update Keyboard”, and “Key pressed” are all
individual blocks. We chose to separate these actions each
into their own functions rather than shadowing the behavior
of the computer. We believe that these three separate blocks
better help students understand the nuances of initialization
and different objects. Another design decision that we made
was to create drop-down menus for most of our operators,
so that after a block has already been placed in the interface,
it can be easily changed to a different operator without
reconstructing the entire section.

Figure 3. Clicking on the drop-down menu on the arithmetic operator lets
the user select another operator

We have also designed our block-based interface to run
in sequence, from top to bottom, and not to make our
language event-driven. For more on this, see section 3.3 -
Transition to Text-Based Languages.

We re-implemented the MUzECS dialect of Ardublock
and some original Ardublock blocks to make the platform
browser-based. Blockly’s JavaScript API was used to cre-
ate blocks, which already provided mechanisms for snap-
ping blocks into place and generating code from blocks.
Each drawer of blocks has a distinctive organizing color;
the blocks that we implemented fall into several drawers:
Control, ECS, Variables/Constants, Math operators, Logic
operators, Communications, Advanced Pins and Advanced
Code.

The “Control” drawer contains blocks which represent
control structures commonly found in text-based program-
ming languages: loops, if-then statements, and functions.
Our goal with each of these blocks was to introduce students
to control structures that they may use if they continue
with programming. The “ECS” drawer contains the blocks
for manipulating components of our Arduino hardware. We
have blocks for: turning LEDs on and off, playing musical
notes, playing notes for specific durations, reading the dis-
tance sensor, detecting button presses, reading host computer
keyboard input, and reading the accelerometer values.

Blocks from the Control drawer and the ECS drawer are
used in virtually every program that a student creates, so we
paid extra attention to making these blocks carefully, and
abstracting appropriately. The variables/constants drawer
contain blocks that are used to create constants and variables
to be used throughout the program. The math and logic
operators drawers contain blocks to perform mathematical
operations, get random numbers, and compare quantities. As
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students progress and become more advanced programmers,
they often use these blocks more frequently. Finally, the
communications and advanced drawers contain blocks that
can be used for debugging and more advanced operations -
few students use these blocks, but we included them in case
the instructors or especially advanced students would like
to explore the interface on a lower level.

In the world of programming, there are always mul-
tiple ways to approach a problem. We wanted to assure
that students using our block-based interface have multiple
approaches available to them, so we built a diverse set of
blocks into our interface. For instance, we have a “Play
note” and a “Play note for a given time” block, and a “Play
frequency” and “Play frequency for a given time” block -
four different approaches to the same task. This kind of
block diversity can be found throughout our interface. We
aim for our interface to give students a minimal number
of blocks, with a maximal amount of expressive power. We
seek to strike a balance where students can express complex
actions with simple blocks, and they don’t have to labor
over a complex block-based interface to perform relatively
complex tasks. A prime example of this principle in action
is the “Get Distance” block, which abstracts a substantial
amount of JavaScript code into a single block.

3.2. Visualization of Functionality

Figure 4. MUzECS blocks with pictures that are associated with the
function of the block.

Our top design criteria for the language is that it be
simple to use for introductory high school students. Many
blocks in MUzECS have pictures associated with them that
are related to functionality. For example, “turn LED 1 on”
block has a bright red LED picture on it, and “turn LED 4
on” block has a bright green LED picture on it. Likewise,
“Button Pressed button #” has a picture of a hand pressing
a button and “No Tone” block has a picture of a speaker
with no sound waves coming out of it.

Blocks are generally colored according to functional
category, such as green for I/O operations, and black for
the Advanced Code block that allows users to inject raw
text-based code into their program.

3.3. Transition To Text-Based Languages

Designing a system such that it facilitates a transfer of
knowledge is an important, but not an easy task. Many
MUzECS blocks were created not only because they are
necessary to make our visual language complete, but also
because they are similar to necessary control structures
found in popular text-based languages (TBLs). For example,
we have opted to make our programming language primarily
structured around a single thread of control, despite the fact
that JavaScript, our underlying language, lends itself more
to an event-driven paradigm. This deliberate design decision
was made because the dominant Arduino toolchains do not
include support for multi-threading runtimes.

This decision was a crucial part of our design. It is
noteworthy to contrast our model with another popular
block-based language, Scratch, which aims to be an easier
alternative in teaching people how to program. Scratch is
developed at the Massachusetts Institute of Technology and
is primarily event-driven. Scratch has been noted to fall
short in facilitating the knowledge transfer to text-based
languages, and its design as an event-driven language has
been cited as a key reason why this is the case [2][7].
Another concept in TBLs which Scratch has struggled to
establish is that of initialization [7]. We believe that using
a single thread of control will help students to understand
initialization, but we have also made an additional effort
to teach initialization by creating setup blocks for certain
hardware components, as mentioned earlier.

4. Chrome-based Arduino

4.1. Curriculum

Our curriculum is built on the existing secondary school
Exploring Computer Science (ECS) curriculum. The ECS
curriculum has proven to be a successful way to teach com-
puter science to underrepresented groups in the past [11],
and we specifically designed our curriculum in line with
the goals and methods of ECS. The ECS curriculum abides
by three guiding values: equity, inquiry, and CS content.
ECS strives to be equitable by verifying that students from
all backgrounds have a fair shot at learning about com-
puter science. In practice, this means ECS teachers must
choose assignments which all students have an (approxi-
mately) equal chance at understanding - and not choosing
assignments that require students to understand the rules of
chess, or giving extra credit on a test for a question about
a sci-fi movie, for example. ECS also holds inquiry as a
guiding value, meaning that, in classrooms, students and
teachers should always be focused on discovering and asking
questions, instead of constantly making assertions. Finally,
ECS holds Computer Science content as an important tenant
of the course. This may seem obvious, since the course is,
after all, a computer science course. But its emphasis as
only one of three guiding values is perhaps the most telling
aspect of how ECS is meant to be taught. ECS is meant to be
as much equitable and full of inquiry as it is about computer
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science. This plays into the design of our system as well. We
strive for our system not to just to teach computer science
to students, but to be equally accessible for all students,
and for it to instill a yearning for more computer science
education.

We are confident that MUzECS fits the bill that ECS
provides, which is exciting, given the past success of ECS.
Simply put, we know our curriculum works, because we
build it on the shoulders of a proven course.

4.2. A Scalable Platform

Our foremost concern when approaching this problem
was developing a software system which was scalable. The
central issue that we needed to solve was that of compiling
the Arduino code; previously, we hosted the server which
compiled the programs and sent the compiled code back to
the users. We were then faced with a choice: on one hand,
we could stick with the same model and throw more re-
sources behind the compilation server. If we created a decent
distributed system, we might have been able to outsource
our compilation servers to a cloud-services-provider such
as Microsoft or Amazon. In retrospect, this probably would
have been a viable option. We reasoned, however, that we
would be doing better if we could completely reinvent the
model; it would be best if there was no server-side com-
pilation at all. We know that networks and communication
are inherently prone to eventual failure, so we think it best
to remove them from the process, or minimize their role, if
possible.

Our research revealed that it is, in fact, possible to
program an Arduino without compiling Arduino code. If
the Arduino is flashed with Standard Firmata [6] firmware,
any client-side programming language which has an imple-
mentation of Firmata can be used to program an Arduino.
Programming languages like Python, Perl, Ruby, JavaScript,
Java, and more all have libraries for Firmata. We chose
to use JavaScript, and more specifically, the Johnny-Five
robotics framework, to program our Arduino.

Johnny-Five works by executing the JavaScript code
directly on the host machine - the code doesn’t compile
down to Arduino code. The JavaScript code is executed
using Node.js - a JS runtime which is specifically designed
to build scalable network applications. As the program is
being executed on the host machine, basic I/O instructions
are transmitted to the Arduino board. With the Arduino
Leonardo, the board is required to be connected to the
computer while the program is running, and the instructions
are sent to the Arduino via USB Serial. One should note
that when we take this approach, the Arduino must be
connected to a computer to run programs - we are unable
to upload programs and run them from a battery. We have
found, however, that, in the classroom, this point is more or
less negligible - students almost always have their Arduino
plugged in to their computer anyways. Finally, requiring the
Arduino to be physically tethered does not hinder student
development because the MUzECS shield does not have any
moving parts.

Figure 5. Design of our new system with Johnny-Five

Combining the different parts of this system was a
relatively simple process. We used our existing block-based
interface (Figure 4), which runs in the Chrome Application,
and wrote the block definitions such that they translated
directly to JavaScript code which satisfies the Johnny-Five
framework. Our new architecture also works completely
offline, once the application is downloaded.

Altogether, we believe our current software platform sat-
isfies our original three considerations. It ensures uniqueness
and security - we know that a student is only capable of
running programs that they wrote on their own computer, on
their own Arduino, because it must be physically connected.

Our platform is considerably more scalable than it ever
has been. The burden of compiling programs has been
shifted from the server to each user’s computer. If a substan-
tial influx of schools begin using our platform, we believe
that our newly designed system will be able to manage the
load with great efficiency. Finally, we believe our software
platform is highly portable - perhaps as portable as is even
possible for a modern software system. It is capable of
running on any computing system that can download Google
Chrome - meaning that our IDE can run on Chromebooks,
Windows systems, Macs, and even the majority of Unix
systems - again, virtually every computing system that is
in use by modern high schools. By creating this software
system, we believe we have combined the positive aspects
of the previous versions of MUzECS and introduced new
ones to make a secure, scalable, and portable platform.

4.3. Hardware Support

When the MUzECS platform was first launched, the only
hardware that we supported was our own MUzECS shield
(Figure 6) for the Arduino Leonardo.

Our shield was designed with a few considerations in
mind; the foremost was to be cost-efficient. This is because
we sought to design a cheap alternative to the most common
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Figure 6. MUzECS shield

sixth module of ECS, which is incredibly expensive. Our
design, uses a small set of peripherals - a speaker, four
LEDs, four buttons, and a distance sensor. In order to avoid
driving our cost up, we elected to build a third-party distance
sensor into our design, which, consequently, does not have
wide hardware or software support.

All of the hardware on our original MUzECS shield
is still functional, even in our new model. We did, how-
ever, have to extend the firmata protocol in order to write
JavaScript code for our distance sensor (refer to section
3.4 - Extension to Firmata Protocol for more). Still, the
scope of what our shield hardware can do is somewhat
limited. It should be noted that while the MUzECS package
isn’t the cheapest on the market, it has a wider range of
hardware compatibility than other, similarly priced, options.
The Edison Robot - a new installment in ECS curriculum
v7 - is ten dollars cheaper than MUzECS, but it lacks the
versatility of the Arduino Leonardo. Additionally, since the
Edison Robot is a new addition to ECS, we have been
unable to observe its effectiveness within the curriculum. We
will be unable to present any sort of comparison between
MUzECS’ effectiveness and the Edison’s effectiveness until
Spring 2017, when teacher’s use the platforms side-by-side
in the classroom.

The Adafruit Circuit Playground (CP) is another op-
tion which has unique peripherals and is cheaper than our
MUzECS package. Unlike the Arduino Leonardo, the CP
(which is based on the Arduino Flora ) has all of the
necessary peripherals built-in. On the Circuit Playground,
a circular board less than 2 inches in diameter, there are 10
RGB LEDs (all capable of emitting any RGB color), a piezo
speaker, a triple-axis accelerometer, a light sensor, a sound
sensor, a thermometer, and 8 capacitive touch pads which
also act as general purpose input/output (GPIO) pins. The
CP provides another low-cost alternative to more expensive
robotics kits, and we plan to fully support the board with a
set of blocks and curriculum in the near future.

4.4. Extension to Firmata Protocol

The open-source Firmata project provides a flexible
protocol for remotely controlling a variety of embedded
platforms from a tethered personal computer [13]. When
an Arduino is imaged with the Standard Firmata sketch,
a variety of programming language libraries can be used
to issue platform-dependent instructions to the embedded
hardware via a serial connections such as USB. The existing
Firmata infrastructure was already suitable to manage most
of the peripherals of the MUzECS hardware.

In this work, we have extended the Firmata protocol
to support the MUzECS hardware ultrasonic distance sen-
sors, a low-cost analog circuit not generally found on other
platforms. Leveraging Firmata in our design has a number
of advantages. The protocol is lightweight, requiring only
3 data payload bytes to set one or all the digital pins on
the board [13]. Additionally, the Standard Firmata is the
default firmware installed on every Arduino board, so it
is readily available to students for upload to the Arduino.
Our extended version of the Standard Firmata firmware,
which we call MUzECS Standard Firmata, is similarly open-
sourced, and included upload instructions for instructors and
students.

Use of the Firmata protocol allows us to remove server-
side compilation of the Arduino code, using the client local
machine to run MUzECS block programs on the Arduino.
The Standard Firmata is C++ Arduino code that runs on the
Arduino and follows the client-server model, in which the
Firmata sketch is the server running on the Arduino, and a
client running on the user’s computer issues commands to
the embedded board.

Under the hood, the client sends SysEx messages to the
Firmata server, which then executes actions on the Arduino.
The standard command SysEx messages begin with a start
byte (0xF0) and end with an end byte (0xF7). In between
the start and end byte are 7-bit bytes which contain the
commands one wants to send to the Firmata server. (See
revelant segment of Firmata Protocol grammar in Figure 7.)

The Johnny-Five middleware doesn’t directly support the
MUzECS hardware ultrasonic distance sensor, but can pass
extension commands through the existing Standard Firmata
interface.

Our extension to the Firmata code base and protocol
adds direct support for the MUzECS ultrasonic range finder.
A new command type, GetDistance, was added to the ex-
isting SysEx command with byte 0x02. The client sends a
GetDistance SysEx command to the MUzECS Standard Fir-
mata firmware. After the firmware recieves the GetDistance
command, it runs the code that activates the distance sensor.
When the distance code completes, it sends the GetDistance
SysEx command back to the client with the distance integer
split in three 7-bit bytes. Among other low-level details,
the Firmata code for handling the ultrasonic distance sensor
performs smoothing of the data using a moving average,
an important noise-cancelling step that allows block-based
programs to produce useable musical input data.
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<SysExMessage> → <StartSysEx> <SysExCommand> <Data>* <EndSysEx>
<StartSysEx> → 0xF0
<SysExCommand> → 0x00 - 0x7F
<Data> → 0x00 - 0x7F
<EndSysEx> → 0xF7

Figure 7. A BNF grammar of the format of SysEx messages

5. Future Work

One of our biggest concerns that we sought to address
throughout this entire project was making MUzECS modular
and reusable. First, we created our software to be modular by
being able to support multiple hardware platforms. With new
boards come new opportunities to modify our curriculum
and deliver it in new and exciting ways. Furthermore, our
open-source collaborators on this project have developed
ways to communicate with Arduino via bluetooth, wi-fi,
and even raw TCP sockets. These are all exciting possible
extensions that we could make to MUzECS in the future.

Beginning in the spring of 2016, we deployed MUzECS
into several pilot high schools in the Milwaukee area. We
have been collecting survey data regarding students’ usage
of blocks. In the future, we will need to analyze this survey
data and make appropriate improvements to our platform, on
both the hardware and software side. It may also be a good
idea to build into the system a mechanism for collecting
block usage data automatically as we scale it out even
further.

6. Conclusion

MUzECS’s original goal was to create a cost-effective,
block-based platform for the sixth module of the Exploring
Computer Science curriculum. This paper presents technical
solutions that extend this work to an increasingly common
device in school classrooms, the Chromebook. The resulting
system retains the carefully tuned block-based programming
environment that has been specially adapted to hardware
and curriculum widely used to broaden participation in
introductory computer science courses. The contributions of
this new version include improved scalability and security
over previous browser-based solutions, with the advantage
of greater flexibility for expansion to more advanced course-
work than several alternative systems that will be piloted in
ECS classrooms in spring of 2017.

Prior work studying the effectiveness of student learners
transitioning from block-based languages to text-based lan-
guages has identified shortcomings related to understanding
of initialization. Our current system includes decisions in
the block language deliberately designed to address these
problems, smoothing the transition to text-based.

The next steps in this work are to complete data collec-
tion from actual ECS classrooms that are using MUzECS on
Chromebook, and to compare usability and student learning
with alternative platforms.
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Abstract—The TDR system is an experimental multi-level 
slow intelligence system for personal health care. The TDR 
system can be used by a single user or a group of users who 
will interact to understand, maintain and improve each other’s 
state of health. In this paper, we simulate social networks by 
applying the Abstract Machine model.  Two social network 
models are described: the Circulated Model and the Teacher 
Student Model. We have incorporated the Teacher Student 
Model into the Chi super-component of the TDR system and 
obtained positive experimental results. 
 
Keywords— Personal health care system, slow intelligence 
system, social network, abstract machine model. 

 

1. Introduction  
 
An experimental multi-level slow intelligence system for 
personal health care, called the TDR system, was developed as 
a test bed for exploring and integrating different applications 
in personal health care, emergency management and social 
networking [1].  The TDR system mainly consists of three 
super-components: Tian, Di and Ren. According to the 
Chinese philosophy these three super-components are the 
essential ingredients of a human-centric psycho-physical 
system. They can be thought of as human beings (Ren) 
interacting with the environment consisting of heaven (Tian) 
and earth (Di).  For personal health care, there is a fourth 
higher level super-component called Chi (or Qi), which in this 
context represents the state of health of a person (or persons). 
 
Decision making in TDR system is through multiple 
computation cycles involving the super-components to 
increase the chances of survival and well being of human 
beings (or groups). Any action based on only one aspect of the 
environment without considering the other aspects could 
reduce the chances of survival, thus iterative, multiple 
computation cycles are crucial for the TDR system.  
 
The TDR system can be used by a single user, or a group of 
users who will interact to understand, maintain and improve 
each other’s state of health.  In this paper, we investigate the 
social network models for the TDR system.  
 
The paper is organized as follows. Section 2 presents the GUI 
interface of the TDR system so that the reader can understand 
how the TDR system works in practice.  In Section 3 an 
Abstract Machine model for the computation cycles is 

presented. In Sections 4 and 5 we show how and what part of 
the Abstract Machine model is extended to incorporate the 
social network model into interaction models.  Based upon this 
approach, we describe two social network models: The 
Circulated Model (Section 6) and the Teacher Student Model 
(Section 7). We have incorporated the Teacher Student Model 
into Chi component in the TDR system and obtained positive 
experimental results (Section 8).  In Section 9 we discuss the 
implications and further research. 
 
 
2.  The Web GUI of the TDR System 
 
In this section, we describe the Web GUI of the TDR system 
so that the reader can understand how the system works in 
practice. 
 
The dashboard is the main GUI interface of the TDR system. 
As illustrated by Figure 1 it provides a high-level overview of 
the data in the system. On the left side, it has a menu panel 
that contains all the actions the user can perform, including 
activating and deactivating super-components. For the admin 
user, this menu will also include addition, deletion and 
modification of regular users. 

 
Figure 1. The dashboard for Web GUI of TDR system. 

 
Figure 2. The Carousel. 
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There is a carousel that displays all super-components in 
rotation, four at a time for the PC screen and only one for the 
smart phone screen. This vividly demonstrates the idea of 
computation cycles in the TDR system. A component’s banner 
is in tranquil state (blue or green color) until an alert is 
received and then it changes to elevated state (orange or red 
color). 
 
As shown in Figure 2, when the user clicks on the “View 
Details” button at the lower right part of the dashboard, a table 
will appear beneath the carousel panel to display all records 
that belong to the current user. For each entry, it contains the 
date and time of a record, the sensor type, the data type, the 
actual reading of the data, and the originator. This scheme 
allows flexibility and scalability, as in the future there might 
be more and more sensors added to the TDR system.  In 
Figure 2, the first record is the room temperature from the 
Earth (Di) super-component, and the other records  are the 
EKG recordings from the Human (Ren) super-component. 

 
Figure 3. Visualization of fatigue in time. 

 
If the user is communicating remotely with his/her doctor, a 
user might want to specify the record ID so that the doctor 
knows exactly what entry he/she is referring to. As shown in 
Figure 3, by clicking on the “Draw Graphs” button a graph 
showing the data-to-day changes of a selected  data item can 
also be displayed by the GUI for visualization by the user or 
the doctor. 
 
By clicking on the “Analyze Data” button at the lower right 
part of the dashboard, a user’s records will be analyzed to 
evaluate his/her state of health such as the total-Chi of a 
person.  Clicking on the “Find Similar” button will retrieve 
other user’s records similar to the current user’s record so that 
the user or the doctor can make a comparison to enhance 
his/her understanding.  The details on data analysis and 
similarity retrieval are explained in the Appendix. 
 
Interestingly, the user in a social group can use the same TDR 
GUI to retrieve other user’s records, analyze them to evaluate 
their state of health, etc. If a particular user is a teacher or a 
‘master’ with deep knowledge, this user can influence others 
to understand, maintain and improve one’s state of health.  

Therefore the TDR system can also be used by social groups 
for collective personal health care. 
 
 
3. The Abstract Machine Model for Computation 
Cycles  
 
A slow intelligence system SIS typically possesses at least two 
decision cycles [2]. The first one, the quick decision cycle, 
provides an instantaneous response to environmental changes. 
The second one, the slow decision cycle, tries to follow the 
gradual changes in the environment and analyze the 
information acquired from the environments or peers or past 
experiences. The slow/quick decision cycles enable the SIS to 
both cope with the environment and meet long-term goals. 
 
To model such decision cycles we introduce an Abstract 
Machine model of multiple computation cycles in Section 3.1, 
and then specify the computation cycles for the TDR system in 
Section 3.2.  In Section 3.3 we describe multi-level 
computation cycles and how to apply the abstract machine 
model to social networks. 

 
3.1. The Abstract Machine Model 
 
The Abstract Machine Model is specified by: (P, S, P0, 
Cycle1, ...,, Cyclen), where 

P is the non-empty problem set, 
S is the non-empty solution set, which is a subset of Po, 
P0 is the initial problem set, which is a subset of P, 
Cycle1, ...,, Cyclen  are the computatin cycles.  

 
Each computation cycle will start from an initial problem set 
and apply different operators such as +adapAij=,  -enum<, 
>elim-, =propAij + and >conc= successively to generate new 
problem sets from old problem sets until a non-empty solution 
set is found.  If a non-empty solution set is found, the cycle is 
completed and later the same computation cycle can be 
repeated.  If on the other hand no solution set is found, a 
different computation cycle is entered.  
 
As an example the problem set P consists of problem elements 
p1, p2, p3, ..., pn, and each problem element pj is specified by 
a vector consisting of attributes Aij.  A computation cycle x 
will attempt to find a solution set by first adapting based upon 
input from the environment: Px0 +adapAij=  Px1 that is to adapt 
based on attribute Aij, for example, by appending Aij to each 
element in Px0 to form Px1.   
 
Then it may try to find related problem elements: Px1 -enum< 
Px2 where Px2 = { y:  y is related to some x in Px1, e.g. d(x,y) 
< D}. Next it may try to eliminate the non-solution elements:  
Px2 >elim-   Px3 where Px3 = {x: x is in Px2 and x is in S}. 
 
Finally the solution elements (or alert messages if there are no 
solutions) may be propagated to peers: Px3 =propAij+ Px4  that 
is to export/propagate attribute Aij to peers. 
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Therefore this computation cycle can be specified succinctly 
as follows: Cyclex [guard x,y]: Px0 +adapAij= Px1 -enum< Px2  
>elim- Px3 =propAij+ Px4 
The above expression is a specification of the computation 
cycle, not a mathematical equation.  This expression should be 
read and interpreted from left to right. 
 
If Px4 is non-empty, the Abstract Machine will complete this 
cycle of computation and terminate at the end of Cyclex, and it 
may later resume at the beginning of Cyclex. Otherwise Px4 is 
empty and the Abstract Machine will jump to a different 
Cycley. This is specified by [guard x,y] where x is the current 
computation cycle if a solution set is found (Px4 is non-empty), 
and y is the computation cycle to enter if no solution set is 
found (Px4 is empty). Before an Abstract Machine completes 
its current computation cycle, it will propagate the solution set 
(or alert messages) to its peers. 
 
In the above, the elimination operator can be replaced by the 
concentration operator, whenever the solution set is not known 
apriori.  The concentration operator applies a predefined 
threshold to filter out problem elements below the threshold: 
Px1 >conc= Px2  where Px2 = {x:  x is in Px1 and  th(x) above 
a predefined threshold t}. 
 
3.2. Multiple Computation Cycles of TDR System 
 
For the TDR system, a problem element is a combination of 
Tian, Di and Ren attributes.  Those problem elements that are 
favorable for human survival are in the solution set S.  The 
problem set P consists of problem elements p1, p2, p3, ..., pn, 
and each problem element is specified by a vector consisting 
of the attributes from Tian (heaven), Di (earth) and Ren 
(human being), i.e., 

     pj = (t1j, t2j, ..., d1j, d2j, ..., r1j, r2j, ...) 
 
For example, the Tian attributes tij are atmospheric variables 
such as amount of sunlight and water level, the  Di attributes 
dij are residential variables such as ambient temperature and 
humidity, and the Ren attributes rij are personal health 
indicators such as blood pressure, EKG reading, heart rate, etc.  
 

pj = (sunlightj, waterlevelj, tempj, humidityj, 
bloodpressurej, spo2valuej, heartratej) 

 
Initially some attributes may not be assigned any value and 
some may already have pre-assigned values. After most 
attributes have been assigned values one can decide whether 
the problem element is in the solution set. (The simplest case 
is that each attribute Aij has a solution range Rj, and if every 
attribute Aij falls within the solution range Rj then the 
problem element pj is in the solution set S). 
 
In the TDR system, there are continuous interactions among 
the three super-components Tian, Di and Ren.  Each super-
component has its own computation cycle, which is basically 

the following:   Starting from some problem set P0, the super-
component first adapts to the input from the environment as 
well as from other peer super-components.  It then tries to find 
related problem elements by enumeration.  After those 
problem elements not in the solution set have been eliminated 
either using the elimination operator or using the concentration 
operator, the termination condition can be tested.  The 
termination condition is expressed by [guard x, y] where Cycle 
x is the current cycle and Cycle y is the cycle to jump to. 
Whenever one super-component completes its computation 
cycle, if a solution is found the computation ends, otherwise 
the control is transferred to the next super-component.  Since 
there are three super-components, we will have three 
computation cycles. 
 
The Tian super-component has computation Cycle1: 

Cycle1 [guard1,2]: P10 +adapAij= P11 -enum< P12  >elim- 
P13 =propAij+ P14 

Likewise, the Di super-component has computation Cycle2: 
Cycle2 [guard2,3]: P20 +adapAij= P21 -enum< P22  >elim- 

P23 =propAij+ P24 
Finally, the Ren super-component has computation Cycle3: 

Cycle3 [guard3,1]: P30 +adapAij= P31 -enum< P32  >elim- 
P33 =propAij+ P34 

 
Notice the three computation cycles together form a higher-
level computation cycle. High-level computation cycles are 
essential for a complex human-centric psycho-physical system 
such as the TDR system. 
 
3.3. Multi-Level Computation Cycles 
 
The three computation cycles together form a higher-level 
computation cycle. High-level computation cycles are 
essential for a complex human-centric psycho-physical system 
such as the TDR system.  In the above specification, we can 
replace [guard1,2], [guard2,3] and [guard3,1] by [guardX,2], 
[guardX,3] and [guardX,1], respectively. 
 
When computations in Cycle1, Cycle2 or Cycle3 is 
unsuccessful and solution set is empty, control is transferred to 
the next Cycle in cyclic order, i.e. first Cycle1, then Cycle2, 
then Cycle3 and then returning to Cycle1.  On the other hand, 
when computations in Cycle1, Cycle2 or Cycle3 are 
successful and solution set is non-empty, control is transferred 
to the Chi super-component computation CycleX at the next 
higher level.  CycleX is specified as follows: 

 
CycleX [guardX,1]: PX0 +Aijadap= PX1 -enum< PX2  

>elim- PX3 =propAij+ PX4 
 
In the above, the +Aijadap=   may be the input propagated from 
the lower-level super-components, or from the super-
components of other human observers (see below). 

 
If computation in CycleX is unsuccessful, control is returned 
to the Tian computation Cycle1 (or the Di computation Cycle2,  
the Ren computation Cycle3, respectively).  If computation in 
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CycleX is successful, then the computation terminates in 
CycleX and the Dashboard will display the results, i.e., the 
estimated total-Chi values. 

The subjective evaluations can be entered by the principal user 
himself/herself based upon his/her subjective feelings.  For 
example if he/she feels “sweaty at night”, he/she will enter a 
value close to 10 (on a scale of 1 to 10) for the “sweaty-at-
night” attribute for Chi. 

It is also possible to formulate CycleX so that other human 
observers who are “friends” of the principal user can fill in the 
subjective Chi attributes This social network of human 
observers can also vote on updating the Chi attributes for the 
principal user.  These human observers may even be allowed 
to fill in the objective Chi attributes as if they were sensors. 
Thus this TDR system is an iterative slow intelligence system, 
or what we call the Sentient Net.  
 
 
 
4. Social Network Modeling 
 
A social network can be modeled by a graph G = (P, A)  
where persons pi in the social network are modeled by nodes P 
and their relations are modeled by arcs A.   A node can be 
attributed. For example, an attribute value 0.7 could mean a 
0.7 probability of propagating its influence. An arc can also be 
attributed. For example, an attribute value 5  could mean 5 
units of interaction between two persons pi and pk represented 
as nodes. 
 
A person pi is I-related to pk if there is an arc between pi and 
pj and there are at least I units of interaction between them.  A 
person pi is (I,D)-related to pk if  there exists an I-related path 
from pi to pj and  d(x,y) =< D is the shortest distance or 
minimum path length.   
 
The slow intelligence operators are as follows: 
 
Operator enumD:  P1 -enum< P2 where P2 = { y:  y is (I,D)-
related-to some x in P1, e.g. d(x,y) =< D} 
 

Operator elim: P1 >elim-  P2 where P2 = {x: x is in P1 and x 
is in S} 
 

Operator conct: P1 >conc= P2  where P2 = {x:  x is in P1 and  
th(x) >= t  where t is a predefined threshold } 
 
Operator adap: pj +Aijadap=  pk is to adjust pj based on input 
attribute Aij, for example, by appending Aij to pj with 
probability q,  and not appending Aij with probability 1-q. 
 
Operator prop: pj =propAij+ pk   is to output/propagate 
attribute Aij to pk with probability q. 

 

We focus on the enumeration operator and with inputs of 
arguments, the output will be a system with super-components 
where enumeration will be performed in each cycle. In order 
to better formulate the problem, the following assumptions are 
made: 
Assumption 1: All the elements in the problem set are 
connected to each other. That is, for every pair of elements x 
and y, d(x, y)<D is true.   
 
Assumption 2: For every cycle in the system, each element 
having a probability less than 1 may be explored. In other 
words, not all the elements satisfying the condition d(x, y)<D 
will be explored. 
 
Assumption 3: The solution set is achieved when the problem 
set is stable at cycle_t where cycle_i and cycle_j in the 
predefined range cycle_t-k to cycle_k satisfies the following 
condition:  the difference between every attribute of a certain 
element in   cycle_i and the attribute in cycle_j is smaller than 
a predefined threshold dij. 
 
The first assumption simplifies the distance computation 
between elements. The second assumption restricts ourselves 
to real social networks.  The third assumption is the definition 
for a stable solution for computation cycles. 
 
We are formulating a social network by observing the 
influence of opinions. Thus picking a reasonable solution set is 
important. Opinions tend to be more steady when the profiles 
are fully interacted.   
 
Our elements are P1, P2, … Pn, where each Pi represents a 
person in a group. Each person is defined by their [id, opinion, 
influencePercentage]. The id is a unique identifier for that 
person, and the opinion is the subject that would change 
during the computational cycles. Finally, the influence 
percentage is the indicator of how influential is that person (i.e. 
how capable is that person in changing others’ opinions). 
 
After knowing the nature of our elements, now we describe 
the problem set that contains those elements. Each problem set 
is divided into two sub sets: High Influence Group, and Low 
Influence Group. 
 
The interaction happens in a sub-set basis. That is, H is 
interacting with L and vice versa. As expected, the result of 
this interaction is a potential change in the opinion of the 
element having interacted with the group. This change might 
happen, or it might not. It is a result of the average influence 
of all the elements in the interacting group. 
 
Assuming that a change happened, there are two possible 
scenarios: the change in the opinion is either influential or 
mind changing.  
 
The influential model is changing the element having 
interacted with group opinion based on the opinion of the 
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majority of the interacting group. For example, if the majority 
of the interacting group has the opinion X, then the change in 
element of the interacted group would be to the opinion X 
with some probability. 
 
The other model causes the interacted group to change its
opinion to the other one (in case of binary domain of opinions) 
regardless of what is the opinion of the interacting group. 

 

 
Now we present the formal definitions of the model. From the 
abstract machine, we have the definition of the enumerator 
operator: 
 
P1 -enum< P2 where P2 = { y:  y is related-to some x in P1, 
e.g. d(x,y) < D} 
 
This definition is extended in our model to the following: 
 
P1 -enum< P2 where P2 = { y:  y is x in P1, with a chance that 
its opinion is changed} 
 
Each Pi is represented as a vector: 
 
Pi = [id, opinion, influence], where id is a unique integer, 
opinion is a binary variable that represent an opinion, and 
influence is a percentage. 
  
The set of elements is divided into two subsets (Figure 1): 
 
H = {P1, P2, …, Pi} 
L = {Pj, …, Pn} 
Where H  L = P 

 

 
Figure 4. An example of a problem set with 8 elements. 

 
During each interaction cycle, the interaction between the 
groups is represented by IH and IL, where IH is the percentage 
with which the group H affects the L group. The opposite 
holds for IL (see Figure 4). The probability with which an 
interaction will change an opinion of an element in the other 
group is calculated as follows: 

 

 IH =  
 
 

         IL =  
  
Thus, each interaction cycle is a two-way interaction. From H 
to L (H  L) and from L to H (L  H). However, the 
percentage of changing the opinion of elements is different in 
each interaction. 
 
 
 
5.  The Interaction Models 
 
When the the people element Pi is to have its opinion changed, 
there are two ways to change as mentioned above and 
discussed in [3]: 
 
The Influencing Model: In this mode, if the majority of the 
interacting group has the opinion X, then the element that is 
interacted with will have the opinion changed to X (even if it 
is already has X as its opinion). 
 
The Mind Changing Model: In this model, the opinion of the 
interacting group is irrelevant. Hence, if the element is going 
to change its opinion, it will change it to an opinion that is (not 
its current one) (e.g. flipping the opinion in binary domain 
opinions). 
 
Some scenarios will now be presented. A video demonstration 
is available at: http://screencast.com/t/n48teU5c 
 
We first present the influential model with two examples: 
 

1) Example 1: | H |  = 20, | L | = 180 
H group influencing percentage = [7%, 10%] 
L group influencing percentage = [1%, 3%] 
5%    in H have their opinion for ‘0’ 
95% in L have their opinion for ‘0’ 
Number of interactions is: 30 (bidirectional) 
(See Figure 5). 

2)  
3) Example 2: | H |  = 100, | L | = 100 

H group influencing percentage = [80%, 90%] 
L group influencing percentage = [10%, 20%] 
5%    in H have their opinion for ‘0’ 
95% in L have their opinion for ‘0’ 
Number of interactions is: 30 (bidirectional) 
(See Figure 6). 
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Figure 5.  # of voters over # of interactions for Example 1. 

 

 
Figure 6. # of voters over # of interactions for Example 2. 

 
From the above two examples, we see that the influence 
percentage controls the speed of convergence towards the 
“unified opinion”. 
 
Next we will show the behavior of the Mind Changing Model 
with the same two examples using the same parameters: 
 
Example 3:| H |  = 20, | L | = 180 
H group influencing percentage = [7%, 10%] 
L group influencing percentage = [1%, 3%] 
5%    in H have their opinion for ‘0’ 
95% in L have their opinion for ‘0’ 
Number of interactions is: 30 (bidirectional) 
(see Figure 7) 

 
Figure 7. # of voters over # of interactions for Example 3. 
 

1) Example 4:| H |  = 100, | L | = 100 
H group influencing percentage = [80%, 90%] 
L group influencing percentage = [10%, 20%] 
5%    in H have their opinion for ‘0’ 
95% in L have their opinion for ‘0’ 
Number of interactions is: 30 (bidirectional) 
(See Figure 8). 
 
The interesting observation is that the behavior is not 
predictable. It changes due to people changing their minds, 
hence the fluctuation. The codes are available at this URL: 
https://dl.dropboxusercontent.com/u/19443460/code.z

ip

 
Figure 8. # of voters over # of interactions for Example 4. 
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6. Circulated Model 
 
The Circulated model aims to weaken the Assumption 1 in the 
previous assumption in the social network model.  The 
Assumption 1 made the social network model simpler by 
assuming that all nodes in the problem set are connected. 
However, this is nearly impossible in real social network 
models. Distance matrix is one of the most important features 
in the model and in this section, we introduce a distance 
matrix in our model to weaken the previous assumption. 
 
In a circulated Model, communication is possible among all 
nodes albeit with different distance matrix.  Adjacent nodes 
are connected with distance equal to 1 and the communication 
is bilateral, i.e. every node can influence its adjacent node with 
distance equal to 1. The influence is transitive, i.e. node1 can 
only influence node3 by passing the influence to node2 if 
node1 and node3 are not adjacent.   A Circulated Model with n 
nodes is called Circulate-n model and a Circulate-5 model is 
shown in Figure 9. 

 
Figure 9. Circulate-5 model. 

 
Node1 initiates an opinion influence and passes the influence 
to Node2, and Node2 passes the influence to Node3 by adding 
its’ own views. In this case, Node1 influences Node3 by 
Node2 and it is one of the two ways that Node1 can influence 
Node3 whereas another ways is through: 
 Node1 -> Node5 -> Node4 -> Node3 
Compared to real life social network models like Facebook or 
Twitter, the Circulated Social Network Model simplifies the 
relations of nodes and assumes that each node only interacts 
with its neighbors and the interaction to other nodes  in the 
same group can be accomplished by interacting with its 
neighbors. 
 
In this case, each node should store the probability of 
interacting with its neighbors. The distance matrix of each pair 
of nodes can be derived in the Circulate Social Network 
Model by the minimum distance of each path. In the above 
example, the distance between Node1 and Node3 is: 
 

dist(Node1, Node3) =  min{d(Node1, Node2, Node3), 
 d(Node1, Node5, Node4, Node3)} =  min{2, 3} = 2 

7. Teacher Student Model 
 
Figure 10 illustrates not only the teacher student model but 
also how the TDR system actually works in social networking.  
Obviously the teacher student model fits the TDR system very 
well. In Figure 10 as well as the following scenario, message 
types are indicated by M9, M10, etc.   

 
Figure 10. Teacher Student Model. 

 
A scenario on how social network works in TDR system is as 
follows: 
 
1. The SocialNetwork Sensor gathers information of Chi 
attributes (tongue, fatigue, weakBreath, pulse, sweaty) as well 
as the id and originator and send it to SocialNetwork Monitor 
through message M9. 
2. SocialNetwork Monitor receives message M9 and calculates 
the total-Chi attribute using the same algorithm as from Chi 
attribute. 
3. SocialNetwork Monitor sends the 6 attributes as message 
M10 to SocialNetwork Advertiser. 
4. SocialNetwork receives message M10 and passes it to the 
SocialNetwork Model. 
5. SocialNetwork Model gets the most recent value of the 
total-Chi attribute from Chronobot Database and compares it 
with the total-Chi from message M10 to evaluate the 
correctness of this record.  
6. The SocialNetwork model adjusts the weights of each 
profile in the model and uploads the Chi attributes to 
Chronobot Database. 
 
A profile in the group with higher weight is more reliable in 
judging others and we call this kind of profile teacher profiles. 
In the group model, there is one or more profile which is 
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called teacher profile who has a higher weight while the other 
profiles have lower weights. In order to propagate the weights 
to the Advisor component that uploads data to the Chronobot 
Database, we transfer the weight of each profile to the 
probability of uploading P(upload) = P.weight. In this case, 
whether a record of evaluations from a specific profile should 
be uploaded or not is associated with its weight attribute. The 
evaluation from a teacher is most likely to be uploaded to the 
database while an evaluation from a student is less likely to be 
uploaded. And an opinion from a student whose weight is 
small is less likely to be trusted and we upload this judgment 
to the database with a smaller probability. And thus all the 
records uploaded to the Chronobot Database are reliable.  In 
this way, we transfer the weight of the profile to the 
trustworthiness of a judgment from a specific profile. 
 
After a few computation cycles, students can learn the skills of 
n from the teacher and their weights will be increased so that 
they can produce more reliable evaluations. And it is the same 
as in the teacher-student relationship in the real life. As 
students learn from the teacher, the students will have gain the 
same power as the teacher. Once we make an assumption that 
the teacher’s evaluations are always correct which means the 
teacher acts as an Oracle, the whole system will converge to a 
self-learning system and every profile in the system will be 
knowledgeable about the evaluation. And as the system 
improves, the evaluations will become more objective.  
 
One important assumption we made in this model is that we 
restrict the number of profiles to be a small number, usually 
less than 10. A person is not likely to have a large number of 
friends that he can trust to evaluate his state of health. Since a 
small size group is easier to manipulate, this assumption 
makes the Teacher Student Model more robust. 
 
 
8. Experimental Results for Teacher Student Model 

 
In order to prove that the Teacher Student Model will 
converge to a stable status, we set up the following offline 
experiment. There are 7 members in the group including a 
teacher while the rest of the members are students. Teacher 
owns the weight of 1 which means every evaluation originated 
by the teacher is for sure reliable. On the other hand, students 
owns weights = 0.3 which means 3 in 10 evaluations 
originated by a student are correct and the rest are false. And 
with the hops forward, students can learn from the teacher and 
to gain the skill of judging correctly. If a student generates an 
evaluation that matches the teacher’s evaluation, we increase 
his/her weights by a small value. And if he/she made a mistake, 
we decrease his/her weights in making evaluation. Thus only 
the weight changes in students worth tracing because the 
teacher is assumed to always generate correct evaluations. In 
other words in this Teacher Student Model, teacher acts as an 
Oracle and all the evaluations by the teacher are assumed to be 
correct.  

Before starting the experiment, we create an evaluations pool 
where all the evaluations come from the teacher. The 
evaluations originated by students will be compared with those 
in the evaluations pool. 
 
The experimental results show that as the hops (cycles) go on, 
the weights of each student increase steadily and all converge 
to 1 at the 14th hop. It successfully simulates the learning steps 
in real life. As the students learn from the teacher, they will 
gain the ability to evaluate state of health that the teacher has. 

 
Figure 11.  Experimental results. 

 
In order to show how the learning converges, we did the 
following experiments: Three users, user0, user2 and user4 are 
incorporated in this experiment. User0 acts as the master in the 
group which means every  made by user0 is set to be the 
standard. User2 act as a student and he should learn from the 
master how to make evaluations. Once user2 made an 
evaluation which is similar to the master, the reliability of 
user2 should be increased. Weight of user2 is the measurement 
of his/her reliability. Theoretically, as time goes by and user2 
keeps on learning from the master, the weight of user2 should 
converge to 100 which is the same as the master. The last user 
incorporated in the experiment is user4, who is a patient. Both 
users0 and user2 make evaluations about user4. If the 
evaluation from user2 is similar to that of user0, we expect to 
see that the weight of user2 increases. The initial weight of 
user2 is set to 73. The master first made evaluations about 
user4 and the scores are (5, 5, 5, 5, 5), and the student later 
made an evaluation (5, 5, 5, 4, 5) about user4. We checked 
back the weight of user2, it increased to 74. This showed the 
ability of convergence of the Social Network Model in TDR 
system. 
 
 

9. Discussion 
 
One of our main goals is to expand the TDR system for the 
computation of Chi (also spelled as Qi in Chinese 
transliteration system HanYu PinYin). The Chi super-
component is regarded as at a higher level. It has attributes 
including both objective measurements and subjective 
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evaluations [4]. This makes the Chi super-component both 
pro-active and adaptive at multiple levels. 
 
The dashboard for TDR system can be further refined.  When 
user clicks on “view details” for the Chi super-component, a 
list of attributes for Chi is shown.  The objective 
measurements in this list is filled by the multi-level 
computation cycles based upon actual measurements.  The 
subjective evaluations are entered by the principal user 
himself/herself based upon his/her subjective feelings, or 
his/her  friends, teachers and a master with deep knowledge. 
  
The convergence of the opinion shows that a steady opinion of 
the group is met which means the solution set is achieved 
under the three assumptions. The Teacher Student model 
successfully resolves the peer evaluation problem in TDR 
system and can play an important role in future generations of 
the TDR system.  In the future, we plan to adjust the model to 
having more than one teacher, so that user can learn both from 
the master and from other teachers or selected friends. 
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Appendix:  Data Analysis and Similarity Retrieval 
 
A slow intelligence system SIS includes many kinds of 
original data from Tian, Di, Ren and Chi sub-systems. In the 
TDR system, those data are used to judge a person’s heath 
status.   Two important functions provided by the TRD system 
are data analysis and similarity retrieval.  In data analysis, data 
will be analyzed so that alert conditions are detected.  In 
similarity retrieval, data records similar to the current data 
record are found. 

1. Data Analysis 
 
The Analyze Model is specified by:(V, V1, V2, V3, VT, VF, 
VP, VS, VW), where 

V is final result, which may be “Normal”, ”Abnormal” 
or ”N/A”, 

V1 is the result of Chi, which may be is 
“Normal”, ”Abnormal” or ”N/A”, 

V2 is the result of bloodpresure, which may be is 
“Normal”, ”Abnormal” or ”N/A”, 

V3 is the result of SPO2, which may be is 
“Normal”, ”Abnormal” or ”N/A”, 

VT is the result of Tongue, 
VF is the result of Tongue, 
VP is the result of Tongue, 
VS is the result of Tongue, 
VW is the result of Tongue, 
VT, VF, VP, VS, VW have the same value range: 0, 1, 2, 3 

or 4. 
 

 

 
Where Dia is test result for low pressure, and Sys is for 

high pressure.  
RegularLow and RegulaHigh has a definition as following 

table. 

 

 
 
V=V1&V2&V3, where ‘&’ is operator, which is defined 

as follows. 
“Normal” & ” Normal”=” Normal” 
“Normal” & ”Abnormal”=”Abnormal” 
“Normal” & ”N/A”=“Normal” 
”Abnormal” & ”Abnormal”=”Abnormal” 
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”Abnormal” & ”N/A”=”Abnormal” 
”N/A” & ”N/A”=”N/A” 

 
The Data Analysis Algorithm is as follows: 
 
（1） Get  records  from  database  according  to  received 

message, 
（2） Get  information which  includes VT、VF、VP、VS、

VW、bloodpresure、SPO2 from all records of the day,  

（3） If can’t get enough information at last step, get latest 
information from the week, 

（4） After  finished  the  (3)  step,  records  for  some  test 
items  still does not  exist,  those  items  should be  ignore 
when computing final result. 

（5） If  there  is not  any  test  record  in  the database,  the 
result  is defined as N/A, and  insert  it  into  the database, 
end of algorithm,  

（6） According  to the  formula V=V1&V2&V3, we can get 
the  result(“Normal”  or  “Abnormal”)  and  insert  into  the 
database, end of algorithm. 

 
 
2. Similarity Retrieval 
 
This function will retrieve other users’ records, and find out 
few records that most similar to the current user’s records. 
This is helpful for user or doctor to make a comparison to 
enhance his/her understanding of their own situation. For 
example, if your record is similar to a patient in the last few 
days, you would better to be aware of your own health 
condition. In contrast, if your record is similar to a healthy 
people, it gains your confidence of your health condition.  

The reason why nearest neighbor algorithm is suitable for this 
system. One of the reason is, there is almost no assumptions 
about the data, the only assumptions implied by distance 
function. In addition, this algorithm is a non-parametric 
approach, which is mean the data will tell us everything and 
the system do not need to have any prior knowledge about the 
data. Although, nearest neighbor algorithm seems fit the 
system perfectly, it has 2 main disadvantages. One is the 
algorithm sensitive to irrelevant attributes, also known as 
dimension curse. Which is mean, high dimension data makes 
the distance meaningless. Fortunately, the data in the system is 
5-dimension data, thus the system do not have this problem. 
Another disadvantage is the algorithm is computationally 
expensive, either space wise and time wise. For space wise, 
the algorithm need to store all examples. However, the system 
has to keep all the records anyway, therefore, this is not a 
problem for the system. For time wise, the system has to 
compute distance to all records with time complexity , 
where n is number of existing records, d is cost of computing 
distance. It is easy to know that, with increasing of n, the 
system will become slower. The solution in this system is, it 
only uses recent data so that to control the total number of 
records involve in the calculation. Due to property of slow 
intelligence system, data were collected continuously in each 
cycle, thus missing data will appear in the records. To deal 
with missing data, the system just simply ignores the 
incomplete records. To sum up, the nearest neighbor algorithm 
is one of the most suitable for this system. 
 

 
To find out similar records, the system uses a simplified K 
Nearest Neighbor algorithm. The system treats each record as 
a 5 dimensions’ data. The dimensions are Chi factors defined 
in the system, they are sweaty, pulse, weakBreath, fatigue, and 
tongue. Each dimension represented by an integer from 1 to 5, 
that is the score for a specific Chi factor.  
 
After the system retrieve all others records, it calculates the L2 
distance (Euclidean distance) between current user’s record 
and each other’s records using 
 

 
 
where c is current user’s record, o is one of other’s record, s is 
score of sweaty, p is score of pulse, w is score of weakBreath, 
f is score of fatigue, and t is score of tongue. 
 
When the system knows the distances between current user’s 
record and others’ records, it can find out the most similar 
records easily by looking at the distances. Since find similar 
function do not need to perform any further prediction among 
current data, thus this can be the end of the nearest neighbor 
algorithm. 
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Abstract — Developing interactive systems is a very tough task. In 

particular, the development of user interfaces (UIs) is one of the 

most time consuming aspects in the software lifecycle. Software 

development is more and more moving toward composite 

applications. In this paper, we present a mashup model that 

enables the integration at the presentation layer of specific UI 

components. As application of this model, a mashup platform has 

been developed that allows non-technical end users to create 

component-based interactive workspaces via the aggregation and 

manipulation of data fetched from distributed online resources, 

also enabling the collaborative creation and use of distributed 

interactive workspaces. It is shown in this paper how the 

developed platform permits the rapid prototyping of interactive 

applications enabling the access to Web services and APIs. 

Keywords - Human-Centric Service Composition; Mashup 

Model. 

I. INTRODUCTION 

The development of user interfaces (UIs) is one of the most 
time consuming aspects in the creation of interactive systems. 
Proper reuse mechanisms for building UIs have become 
evident, especially as software development is more and more 
moving toward composite applications [1]. To respond to this 
need, in this paper we propose a mashup model that enables the 
integration at the presentation layer of “Actionable UI 
components”, which are components equipped with both data 
visualization templates and a proper logic consisting of 
functions to manipulate the visualized data. The goal of the 
model is to reduce the effort required for the development of 
interactive workspaces [2], by maximizing the reuse of UI 
components.  

In our approach, UI components not only constitute “pieces” 
of UIs that can be assembled together into a unified workspace; 
each single component can be set to provide views over the 
huge quantity of data exposed by Web services and APIs 
available online or by any data source, even personal or locally 
provided. With respect to the original definition of UI 
components [3, 4], we promote the notion of Actionable UI 
component, which also include UI Components that provide 
varying functions to allow end users to manipulate the 
contained data.  

Our approach can be positioned into the research context 
related to facilitating the access to data sources through visual 
user interfaces, a problem that has been attracting the attention 
of several researchers in the last years [5, 6]. An ever-
increasing number of resources that provide content and 
functions in different formats through programmatic interfaces 
is available. The efforts of many research projects have thus 
focused on letting laypeople, i.e., users without expertise in 
programming, to access and exploit the available content [7, 8, 
9]. With this respect, the reuse of easily programmable UI 
components is a step forwards the provision of environments 
facilitating the End-User Development (EUD) of service-based 
interactive workspaces [10]. In general, EUD refers to the 
involvement of end users in the software development process, 
in order to modify and even create software artifacts [10, 11, 
12]. EUD activities range from simple parameters setting to 
integration of pre-packaged components, up to extending the 
system by developing new components. Such a reuse is typical 
of Web mashups [1], a new class of applications that can be 
created by integrating components at any of the application 
stack layers (presentation, business logics, data).  

The very novelty introduced by mashups is the possibility to 
synchronize components equipped with a UI at the presentation 
layer, for example by means of event-driven composition 
techniques. Thanks to the possibility of reusing and 
synchronizing ready-to-use UI components, the mashup has 
resulted into an effective paradigm to let end users, even non-
experts in technology, compose their interactive Web 
applications. In the last two decades, several mashup tools 
characterized by different composition paradigms have been 
proposed. One of the pioneers (even if it is not available 
anymore) was Yahoo!Pipes [8] that, in the attempt to better 
support end users, provided a visual editor to access services 
and operators visualized as visual modules that could be 
combined into a canvas pane by means of ‘pipes’ through drag 
and drop actions. A different paradigm was implemented in 
NaturalMash, which allows users to express in natural language 
what service(s) to use and how to synchronize them [7]. 
However, problems related to the use of a natural language still 
remain. A different mashup technique avoids the use of APIs 
and enables data integration allowing users to act directly on 
the Web page UI elements, which are considered interactive 
artefacts that can be combined through a set of mashup 
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Figure 1. Mapping between some Last.fm attributes and the fields of the map user template (circle 2). 

operations [13]. The inconvenience of this approach is that it is 
difficult to generalize due to the heterogeneity of web pages. 
Other mashup tools and mashup techniques are described in 
[1]. Moreover, a recent article surveys web service composition 
techniques and tools [14]. 

In the last years we have been working extensively on 
mashup platforms that, by exploiting end-user development 
principles, address the creation of component-based interactive 
workspaces by non-technical end users via the aggregation and 
manipulation of data fetched from distributed online resources 
[2, 15], also enabling the collaborative creation and use of 
distributed interactive workspaces [16]. The platform prototype 
keeps improving on various aspects, based on field studies 
performed with real users that are revealing new requirements 
and features useful to foster the adoption of mashup platforms 
in people daily activities. Based on these experiences, in which 
we observed people creating easily their interactive 
applications, in this paper we aim to stress the importance of 
such platforms as tools for the rapid prototyping of interactive 
applications enabling the access to Web services and APIs. In 
particular, the main contribution of this work is a model for UI 
component mashup that other designers and developers can 
adopt to develop mashup platforms as tools to easily create 
interactive workspaces whose logic is distributed across 
different synchronized components.  

The paper is organized as follows: Section II illustrates the 
main functionality offered by the platform for the creation of 
interactive workspaces. Section III highlights how the 
supported modus operandi is made possible thanks to some 
abstractions, and in particular to the notion of actionable UI 
components, around which the whole platform design has been 
conceived. In particular, we stress how the adoption of such 
conceptual elements leads to the notion of distributed User 
Interface, as an interactive artefact that can be assembled 
according to lightweight technologies and that leverages on the 
logics of self-contained actionable UI components. Section IV 
is about Domain-Specific Languages (DSLs) we introduced to 
describe the main elements of a mashup platform that can 
guide the dynamic instantiation and execution of the distributed 

UIs. Section V complements Section III by providing some 
technical details on how the model elements are implemented 
in the EFESTO platform architecture. Section VI concludes the 
paper and outlines future work.   

II. THE EFESTO PLATFORM 

This section describes the most important features of our 
mashup platform, called EFESTO by showing how it is used to 
create a mashup. The platform name was inspired by Efesto, a 
god of the Greek mythology, who realized magnificent magic 
arms for other Greek gods and heroes. Analogously, the 
EFESTO platform aims to provide end users with powerful 
tools to accomplish their tasks. In order to get the reader’s 
attention, such features are written in bold in this section and 
formalized in the model reported in Section III.  

A. Mashup of Data Sources 

In order to describe how EFESTO works, a scenario is 
reported in which Alan uses the platform to create a mashup 
that satisfies his information needs. Alan is a non-technical 
user, i.e., he does not know programming language and he is 
not familiar with technical terms of computer science.  

Alan is going to organize his summer holidays, but he did 
not yet decide whether to go to Paris or Rome. Regardless the 
destination, Alan would like to attend at least a concert during 
his holidays. Thus, he uses EFESTO to create a new 
application (mashup) that retrieves and integrates information 
about music events, possibly coming from different sources, 
and presents the results through a visual representation he 
selects. Specifically, Alan starts looking for pertinent services 
among those registered in the platform. A wizard procedure 
guides him to make a selection from a popup window where 
services are presented by category (e.g., videos, photos, music, 
social). Alan clicks on the music category and, among the 
music services shown, he selects Last.fm, a service that 
provides information on music events of a specific singer. 
EFESTO provides different visual templates, called User 
Interface Templates (UI Template), that the user can select in 
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Figure 2. UI Component originated from Last.fm data source visualized as a map and joined with Google Images to show pictures of each city event. 

order to display the results of the application he is creating. 
Alan actually selects a map as UI Template, since he wants to 
visualize the retrieved music events geo-localized in a map.  

Among the different data attributes of the Last.fm dataset, 
Alan has to select those he is interested in, i.e., those that will 
be considered by the application he is creating. EFESTO 
enables Alan to make this selection by direct manipulation of 
elements shown in the user interface of his workspace. In fact, 
all Last.fm data attributes are visualized in a panel on the left 
(see Figure 1, circle 1). To make the attributes more 
understandable, the system also shows some example values. 
Alan wants his application to consider latitude and longitude of 
the location where a music event will be performed, so that this 
location will be visualized in the resulting map. Thus, Alan 
drags & drops the latitude and longitude Last.fm attributes into 
the respective fields (called Visual Renderers [4]) of the map 
UI template (Figure 1, circle 2). Alan wants also to visualize, 
when required, additional details about a musical event. For 
this, among the available UI templates for text layout (Figure 1, 
circle 3), he chooses a table with three rows and one column, 
since he wants to visualize three more attributes, namely title, 
start date and city. To make this possible, he selects each of 
these three attributes from the left panel (Figure 1, circle 1) and 
drops it in the visual renderers of the UI template (highlighted 
in yellow in Figure 1, circle 2).  

 After performing this mapping phase, Alan saves the 
mashup in the platform. From now on, this mashup is a UI 
Component in the user workspace, which is immediately 
executed in the Web browser. This UI Component is called 
“Last.fm” (by default, it takes the name of the source service 
but the user can rename it) and is represented as a map, as 
shown in the central panel in Figure 2. By typing “Vasco 
Rossi” in the search box (thus making a query), the results set 

of forthcoming events of this singer are visualized as pins on 
the map. The map is shown with a proper zoom level so that all 
the retrieved events are visualized. This zoom level can 
obviously be varied by the user. By clicking on a pin 
representing a music event, details of that event (i.e., the 
attributes title, start date and city) are shown. 

Alan can later update the created mashup by integrating data 
coming from other data sources through union and join data 
mashup operations [15]. Since a non-technical user is not 
familiar with union and join operation, EFESTO let the user 
perform such operations, again, through wizard procedures and 
drag&drop actions. For example, Alan wants to retrieve more 
music events than those provided by Last.fm. He then 
integrates Last.fm with Eventful (another service retrieving 
music events). Technically, this is a union operation. Alan acts 
directly on the Last.fm UI component previously created by 
clicking on the gearwheel icon in the toolbar (pointed by circle 
1 in Figure 2) and choosing the “Add results from new source” 
menu item. A wizard procedure now guides Alan in choosing 
the new service, Eventful in this example, and in performing a 
new mapping between the Eventful attributes and the UI 
template already used in the previous mashup. The newly 
created mashup (UI Component) is shown in the same fashion 
reported in Figure 2 but now, when queried with an artist name, 
this UI Component visualizes results gathered both from the 
Last.fm and Eventful services.  

Another data integration operation available in EFESTO is 
the join of different sources; it is useful to satisfy user’s desire 
of further integrating the mashup with new data available in 
other services. For example, Alan would like to show images 
of the location where music events are held. Last.fm does not 
provide such images but Alan can retrieve them from Google 
Images. Technically, this operation is a join between the 
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Last.fm city attribute and Google Images. EFESTO supports 
Alan in a very simple way. Alan clicks on the component 
gearwheel icon and choses the “Extend results with new data” 
menu item. A new wizard procedure guides him while 
choosing (a) the service attribute to be extended (City in this 
example), (b) the new data source (Google Images) and (c) 
how to visualize the Google Images results. From now on, 
when clicking on the city name in the map info window, 
another window visualizes the Google Images pictures related 
to the selected city, as shown in the right panel of Figure 2.  

Another operation available in EFESTO is the change of 
visualization for a given UI component. Alan, in fact, during 
the interaction with Last.fm, decides to switch from the map UI 
template to the list UI template (see the result in Figure 3, 
circle 1). To perform this action, he clicks on the gearwheel 
icon in the Last.fm toolbar and chooses the “Change 
visualization” menu item. A wizard procedure guides Alan to 
(a) choose a UI template (list in this case), and (b) drag&drop 
the Last.fm attributes onto the UI template, as already 
described with reference to Figure 1. 

B. A polymorphic data source 

Despite the wide availability of data sources and 
composition operations, sometimes users can still encounter 
difficulties while trying to accommodate different needs and 
desires. Let us suppose, for example, that during the interaction 
with EFESTO Alan wants to get details about the artists of the 
music events, such as genre, starting year of activity and artist 
photo. Among those services registered in the platform, Alan 
does not find any that satisfy this new information need. Thus, 
he should go to the Web for a usual (manual) search for the 
specific information. However, it might happen that, even on 
the Web, there are no APIs providing such information.  

In order to overcome this drawback, EFESTO provides a 
new polymorphic data source that exploits the wide 
availability of information structured in the Linked Open Data 
(LOD) cloud. It is called polymorphic because, when it is 
composed with another source S, it is capable of modifying its 
set of attributes depending on the source S, in order to better 
fulfil the users’ needs. In contrast, the standard data sources 
(YouTube, Wikipedia, etc.) provide the same set of attributes 
independently of the composing source S. Lack of space 
prevents us to provide more details about the creation of the 
polymorphic data source. The interested reader may refer to 
[17]. DBpedia has been chosen as initial LOD cloud thanks to 
the vast amount of information it provides.  

Thus, Alan can join the Last.fm artist attribute with the 
DBpedia-based polymorphic data source. The platform now 
shows a list of attributes related to the musical artist class 
(available in the DBpedia ontology), and Alan enriches the 
current UI Component with the attributes genre, starting year 
of activity and artist photo. Henceforward, Alan can find a list 
of upcoming events and also visualize artist’s information 
when clicking on the artist’s name. What has been described 
also shows why the DBpedia-based data source is called 
“polymorphic”. In fact, differently from pre-registered data 
sources (e.g., Google Images) that provide a pre-defined, 
invariable set of attributes, the system provides users different 

attributes of the data of the DBpedia-based data source; such 
attributes are automatically selected depending on the attribute 
in the origin data source it is bound to. For example, if the 
Alan’s join starting point is the attribute city, attributes like 
borough, census, year, demographics would be provided by the 
DBpedia-based data source.  

C. Task-Enabling Containers  

 Our field studies [2, 16] revealed that mashups generally 
lack data manipulation functions that end users would like to 
exploit in order to “act” on the extracted contents, e.g. 
functions that allow to perform tasks such as collecting&saving 
favourites, comparing items, plotting data items on a map, 
inspecting full content details, organizing items in a mind map 
in order to highlight relationships. In this section, we remark 
another very innovative feature of EFESTO: it offers tools that 
enable specific tasks, allowing users to manipulate the 
information in a novel fashion, i.e., without being constrained 
to pre-defined operation flows typical of pre-packaged 
applications. 

In order to perform more specific and complex sense-
making tasks, a set of Tools are available in the left-panel of 
the workspace (see Figure 3, circle 4). These Tools are added 
to the workspace by clicking the corresponding icon. Let us 
describe an example of their usage with reference to our 
scenario. Alan is looking for hotels in Rome located nearby the 
places where upcoming musical events will be held. According 
to his strategy, he is more interested in finding a good hotel and 
then look for possible musical events to attend. First, he adds 
the Hotel data source into his workspace (see Figure 3, circle 5) 
and then performs a search by typing “Rome” in the Hotel 
search bar. After including the Comparing tool in the 
workspace, Alan drags&drops inside it the first five hotels from 
the Hotel UI component. The Comparing tool supports Alan in 
the identification of the most convenient hotels, which are now 
represented as cards providing further details, such as average 
price, services and category (see Figure 3, circle 2). 
Afterwards, he drags&drops three hotels from the Comparing 
tool inside the Locating tool (Figure 3, circle 3) in order to 
visualize them as pins on the map. Finally, Alan performs a 
search on the Last.fm data source by using “Rome” as keyword 
and then moves all the results, i.e. the upcoming musical 
events, inside the Locating container. The map now shows pins 
indicating both the hotels and the upcoming musical events in 
Rome. Alan can now easily identify which musical events are 
close to the hotels he has previously chosen. However, it could 
happen that Alan adopts a different strategy. He wants to first 
identify upcoming musical events and then the hotels nearby. 
He starts by retrieving musical events with Last.fm (see Figure 
3, circle 1) and then moves some events inside the Comparing 
tool in order to choose the best ones based on musical genre 
and artists. Afterwards, he drags&drops some of the compared 
events inside the Locating tool and finally adds into this tool 
the hotels returned by the Hotel data source. 

As shown in the previous example, the tools provided in 
EFESTO allow users to interact with information within 
dedicated containers, which enable specific tasks. Thus, we 
call them Task-Enabling Containers (TECs). To create such 
flexible environments, a model has been presented in [18] that 
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permits easy transition of information between different 
contexts; this model implements some of the Transformative 
User eXperience (TUX) principles described in [19, 20]. 

 

Figure 3. Use of some tools available in EFESTO to manipulate mashup data. 

III. MODEL FOR UI COMPONENT MASHUP 

The main contribution of this paper is a model highlighting 
the most important components that make a mashup tool an 
environment where UIs can be built by reusing and 
synchronizing the logic of different pieces of UI. The goal is to 
provide designers and software engineers with a model that 
guides them during the development of mashup platforms for 
non-programmers. The proposed model refines and extends the 
one presented in [4], where the authors defined the modelling 
abstractions on which their composition paradigm is based. Our 
model has been iteratively refined by adding further 
components starting from requirements we gathered  

during our research, e.g., a different way to integrate service 
data by means of more powerful data mashup operations join 
and union, the integration of some Transformative User 
eXperience principles [19, 20], and the polymorphic data 
sources based on Linked Open Data. The new model is 
depicted in Figure 5. In the following, we report the definitions 
of the most salient concepts that contribute to the notion of 
distributed UIs. 

Definition 1. UI Component. It is the core of the model 
since it represents the main modularization object the user can 
exploit to retrieve and compose data extracted from services. It 
supplies a view according to specific UI Templates (see 
Definition 2) over one or more services whose data can be 
composed by means of data mashup operations and also allows 
the interaction with services data and functions thanks to its 
own UI (see Figure 4). In addition, two or more UI components 
can also be synchronized according to an event-driven 
paradigm: each of them can implement a set E of events that 
the user can trigger during the interaction with its user 
interface, and a set A of actions activated when events are 
performed on others UI components. 

Definition 2. UI Template. It plays two fundamental roles 
inside the UI component: first, it guides the users in 
materializing abstract data sources by means of a mapping 

between the data source output attributes and the UI template 
visual renderers; second, at runtime, it displays the data source 
according to the user mapping. A UI Template can be 
represented as the triple 

uit =< type, VR> 

where type is the template (e.g., list, map, chart) selected by the 
user while VR is a set of visual renderers, i.e., UI elements that 
act as receptors of data attributes.  

Definition 3. Actionable UI Component (auic). In addition 
to visualizing Web service data, auic also supply task-related 
functions for manipulation and transformation of data items 
retrieved from a source along user-defined task flows [18].  

An auic can be defined as a pair: 

auic = <TF, uit> 

where TF is the set of functions for manipulation and 
transformation of data, while uit is a UI templates used to 
visualize data according to user’s task. 

Definition 4. Event-driven Coupling.  It is a 
synchronization mechanism among two UI components that the 
users define according to an event-driven, publish-subscribe 
integration logic [3]. In particular, the users define that, when 
an event is triggered on a UI component, an action will be 
performed by another UI component. This enables reusing the 
logic of single UI components, still being able to introduce 
some new behaviour for the composite UIs.  

 

Figure 4: Example of UI Component that shows musical events on Google 

Maps. 

More in general, given two UI Components uici and uicj, a 
coupling is a pair:  

c=< uici (<output>), uicj (<input>)> 

Definition 5. Presentation Template. It is an abstract 
representation of the workspace defining the visual 
organization of the UICs included in the interactive workspace 
under construction. For example, the UI components can be 
freely located or can be constrained to a grid schema, where in 
each cell only one UI Component can be placed.  
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Figure 5: The mashup model. 

Definition 6. UI Mashup. A UI Mashup is the final 
interactive application built by the end users by means of the 
integration of different UI components within a workspace. It 
can be formalized as the tuple: 

UI_Mashup =< UIC, C, PT, AUIC>, 

where UIC is the set of UI Components integrated into the 
workspace, C is the set of couplings the users established 
among UIC, PT is the workspace template chosen to arrange 
the UIC and AUIC is the set of Actionable UI Components to 
manipulate data extracted from UIC. 

The following definitions are reported to clarify how actionable 
UI components are instantiated by means of data extracted 
from data sources. 

Definition 7. Data Component. It is an abstract 
representation of the resource that can be used to retrieve data. 
In particular, dc is a triplet: 

dc=<t, I, Out> 

where t indicates the type of resource, for example REST Data 
Source or Polymorphic Data Source in our model, I indicates 
the set of input parameters to query the resources, Out indicates 
the set of output attributes. Data can be retrieved from data 
sources and aggregated through the following operations: 

Definition 8.a Selection. Given a data component dc, a 
selection is a unary operator defined as: 

σC (dc) = {r ∈ dc | result r satisfies condition C}. 

where r is a result obtained by querying the data component dc 
and C is a condition used to query dc. 

Definition 8.b Join. Given a couple of data components dci 
=< epi, qi , A> and dcj =< epj, qj , B>, a Join is a binary operator 
defined as: 

dci |><|ai dcj = {(a1, …, an, σC (dcj)) | C: qj = ai } 

Definition 8.c Union. Given a couple of data components 
dci =< epi, qi , A> and dcj =< epj, qj , B>, a Union is a binary 
operator defined as: 

dci U dcj = { x | x ∈ dci or x ∈ dcj } 

 

The result of the applying one or more operations is a data 
mashup, i.e., the composite result set whose rendering and 
manipulation is possible by means of UI components and Task-
Enabling Containers. 

Definition 9. Data Mashup. It is the results of the 
integration of data extracted by different data components. It is 
a pair: 

dm =< DC, O > 

where DC represents the set of data components involved in 
the composition; O is the set of operations (e.g., join and union) 
performed between data components in DC.  

Data mashup represents an important advance w.r.t. the 
original model presented in [4] where data mashup was 
conceived just as a visual aggregation of different data sources 
by means of union and merge sub-templates. In that case, the 
result of the data mashup could not be reused with other UI 
templates. In our model, the data mashup is a new integrated 
result set published as a new data source. This new data source 
can be used in the platform as a new source that can be 
visualized by using UI templates. 

IV. PLATFORM DESCRIPTORS 

In order to make the previous abstractions concrete in the 
implemented platforms, we defined some Domain-Specific 
Languages (DSLs) inspired to EMML [21]. New languages 
were adopted instead of EMML because the composition logic 
implemented in the EFESTO refers only to a small sub-set of 
the composition operators available in EMML. Each of these 
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new languages allow us to define internal specifications of the 
main elements (e.g., UI components, service, UI template) that 
can guide the dynamic instantiation and execution of the 
distributed UIs.  

In Figure 6Errore. L'origine riferimento non è stata 
trovata. it is reported an example of our XML language 
specifying a UI component that renders a data mashup 
consisting in a union between two services (YouTube and 
Vimeo) and a join of the unified services with a third service 
(Wikipedia). In the XML file, the tag unions has two children, 
services and shared. The services tag summarizes the unified 
services. Each service is reported in a service tag. In particular, 
the service tag has the attribute name that indicates the name of 
the data source. This value is used by the mashup tool to 
retrieve the source details to perform the query. The shared tag 
describes the alignment of the attributes of the unified data 
sources. For example, it has two children called 
shared_attribute, each of them with two children attribute that 
represent the service attributes that are mapped in a UI 
template. 

 
Figure 6: An example of UI component descriptor codified with our XML 

language.  

Each service reported in the service tag is detailed in a 
separate service descriptor XML file. In Figure 7Errore. 
L'origine riferimento non è stata trovata., the YouTube 
service descriptor is reported: inside the root tag called service, 
there are the tags source, inputs, params, attributes and flags. 
The first three nodes represent all the information useful to 
query a data source. The fourth node, attributes, describes the 

instance attributes. The last node, flag, is introduced to solve 
the heterogeneity problem of the data sources. In fact, the 
remote web services typically send the results by using JSON 
file but the list of results if formatted in different ways (e.g. 
inside a JSON array). 

 
Figure 7: An example of service descriptor codified with our XML language. 

Another XML descriptor introduced in our model regards 
the UI Template. In Figure 8, the list UI Template has been 
reported. It is characterized by a set of sub-UI templates 
(different types of lists). In particular, the root node, template, 
has an attribute name that indicates the template name. The 
root has a set of children that describe different alternatives to 
visualize the UI template. 

 
Figure 8: An example of list UI template descriptor codified with our XML 

language.  

The UI template descriptor is linked with the VI schema 
through the XML mapping descriptor. An example of mapping 
is reported in Figure 9. In this descriptor, the root node, 
mappings, has two attributes: templatetype and templatename. 
The first one recalls the name of a UI Template (e.g. list), the 
second one the name of its sub-template (list_A). 

 

Figure 9: An example of mapping descriptor  

135



8 

 

V. FROM THE MODEL TO THE PLATFORM ARCHITECTURE 

The model presented in Section III guides designers and 
software engineers in developing mashup platforms targeting to 
non-programmers. That model highlights the main concepts of 
a mashup platform without emphasizing technical aspects. In 
this section, we report a high-level overview of the architecture 
of the EFESTO mashup platform, in order to illustrate how it 
implements the mashup model.  

The architecture is characterized by tree-layers (Figure 10). 
On top there is the UI layer whose main feature is a visual 
language that allows end users to perform mashups without 
requiring technical skills. Such language is based on UI 
Components that use UI Templates and Actionable UI 
Components to allow users to visualize and manipulate data 
extracted from remote sources. UI layer runs in the user’s Web 
browser and communicates with the Logic and Data layer that 
run on a remote Web server.  

The Logic Layer implements components that translate the 
actions performed by end users at the Interaction Layer into the 
mashup executing logic. In particular, the Mashup Engine is 
invoked each time an event, requiring the retrieval of new data 
or the invocation of service operations, is generated. The Event 
Manager, instead, manages the UI Components coupling. In 
particular, when users define a synchronization between two UI 
Components A and B, it instantiates a listener that waits for an 
event on A that, when triggered, causes the execution of an 
action on B, according to the coupling defined by the user. 

The Data Layer stores the XML-based descriptors 
described in Section IV into proper repositories. In addition, at 
this layer there are the remote data sources that reside on 
different Web servers. 

 
Figure 10. An high-level overview of the EFESTO three-layer architecture 

VI. CONCLUSION 

This paper discusses some abstractions that can promote 
mashup platforms as tools to easily create (i.e., even by end 
users) interactive workspaces whose logic is distributed across 
different components that are however synchronized with each 
other. One of the main contributions of mashup development is 
the introduction of novel practices enabling integration at the 
presentation layer in a component-based fashion - an aspect 
that was never investigated before.  Some papers, indeed, 
discuss and motivate the so-called UI-based integration [4, 22, 
23] as a new component-based integration paradigm that 
privileges the creation of full-fledged artifacts, also equipped 
with UIs, in addition to the traditional service and data 
integration practices that instead mainly act at the logic and 
data layers of the application stack. Along this direction, this 
paper highlights how interactive artifacts can be composed by 
reusing the presentation logics (i.e., the UIs) and the execution 
logics of self-contained modules, the so-called UI Components 
and Actionable UI Components, providing for the visualization 
of data extracted by data sources and for data manipulation 
operations through task-related functions.  

The paper capitalizes on the experience gained in the last 
years by the authors in the development of prototypes of 
mashup platforms, but it also aims to propose a systematic 
view on concepts and techniques underlying mashup design 
and on the way such concepts materialize into composition 
paradigms and architectures of corresponding development 
tools, independent of specific approaches and technologies and, 
thus, of more general validity. Our current work is devoted to 
enrich the EFESTO platform by means of tools for actionable 
components and to customize the platform to other application 
domains, so that further validation studies will be performed. 
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Abstract -With the development of human motion cap-
ture, realistic human motion capture data has been widely
implemented to many fields. However, segmenting motion
capture data sequences manually into distinct behavior is
time-consuming and laborious. In this paper, we introduce
an efficient unsupervised method based on graph partition
for automatically segmenting motion capture data. For the
N-Frame motion capture data sequence, we construct an
undirected, weighted graph G=G(V,E), where the node set
V represent frames of motion sequence and the weight of the
edge set E describes similarity between frames. In this way,
behavioral segmentation problem on motion capture data
may be transformed into graph cut problem. However, the
traditional graph cut problem is NP hard. By analyzing the
relationship between graph cut and spectral clustering, we
apply spectral clustering to the NP hard problem of graph
cut. In this paper, two methods of spectral clustering, t-
nearest neighbors and the Nystrom method, are employed to
cluster motion capture data for getting behavioral segmen-
tation. In addition, we define an energy function to refine
the results of behavioral segmentation. Extensive experi-
ments are conducted on the dataset of multi-behavior mo-
tion capture data from CMU database. The experimental
results prove that our novel method is robust and effective.

Keywords: motion capture data, behavioral segmenta-
tion, graph cut, spectral clustering

I. INTRODUCTION
Human motion capture, once associated with producing

special effects for film and television production, entertain-
ment games and virtual reality, is common today in diverse
applications ranging from health care to consumer electron-
ics. The data of human motion capture can be extensive-
ly applied in many fields, such as producing realistic an-
imation movies [1][2],physical rehablitation [3][4]and er-
gonomic analysis[5]. However, the cost of capturing mo-

∗Corresponding author: Weibin Liu, wbliu@bjtu.edu.cn

tion data is very high. It’s necessary to better reuse motion
capture data. Motion capture data sequence is usually com-
prised of multiple types of behaviors. The present work sug-
gests that automatic segmentation of human motion capture
data into distinct behavior based on statistical properties of
the motion can be an efficient and quite robust alternative to
hand segmentation. This paper focuses on efficient and ro-
bust technique which can be able to automatically segment
motion capture data sequence into distinct behaviors, as de-
picted in Figure 1. The main contributions of this paper can
be concluded as follows:

(1) Constructing N-Frame motion capture data sequence
into an undirected, weighted graph G=G(V,E), which is
based on the similarity of data frames. According to this
way, we transform motion capture data segmentation prob-
lem into the problem of graph cut.

(2) We employ an algorithm, which can automatically
extract the number of behavior and cluster centers, to the
motion capture data. It’s based on an unsupervised cluster
method. We consider the cluster numbers as the behavior
numbers for motion capture data sequence.

(3) Analyzing in detail for graph cut method and spectral
clustering, we transform this NP hard problem into eigen-
values and eigenvectors in spectral space. Two methods
of spectral clustering, t-nearest neighbors and the Nystrom
method,are employed to cluster motion capture data for get-
ting behavioral segmentation.

(4) For the clustering fragments, we define energy func-
tion and use dynamic programming to refine the results of
behavioral segmentation for motion capture data.

Figure 1: Behavior segmentation. Segmenting motion capture data into distinct be-
havior.
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The remainder of this paper is organized as follows.
Firstly, we introduce works of predecessors for motion seg-
mentation in Section II. In Section III, how to calculate sim-
ilarity of motion capture data frames is adopted. The de-
tails for identifing behavior’s clusters centers for original
motion capture data sequences are presented in Section IV.
In Section V, we analyze in detail for the relationship be-
tween graph cut and spectral clustering. Then, transform-
ing this NP hard problem of graph cut into spectral cluster-
ing problem. In this way, realizing behavioral segmentation
for motion capture data sequence. Details of energy func-
tion for refining the results of behavioral segmentation is
represented in Section VI. In section VII, we introduce the
experiments, which are conducted on the dataset of multi-
behavior motion capture data from CMU database. Finally,
we provide the discussion and conclusion for this behavior
segmentation method in Section VIII.

II. RELATED WORK
Temporal segmentation is related to numbers of different

fields such as data mining [6][7], behavior recognition [8]
and so on. Researchers have proposed several techniques to
segment motion capture data into distinct behaviors. Maybe
they focus on different perspectives and concerns, their pur-
pose is to establish efficient and robust segmentation meth-
ods for motioncapture data. The methods can be general-
ly categorized into several types: classifier, clustering, ma-
chine learning and dimension reduction and so on.

Supervised learning methods generally formulize seg-
mentation motion capture data as a classification prob-
lem, where classifiers are trained from a carefully select-
ed training set. In other words, Its mean that they are
usually applying example segments or pre-computed tem-
plates and matching them to test sequences. Muller et
al.[9]constructed motion templates to behaviors segmenta-
tion. Lv et al. [10]defined Hidden Markov Models (HMM)
to realize human Motion capture data segmentation. Sup-
port Vector Machine(SVM) which is based on an annota-
tion training database to segment motion capture data was
constructed by Arikan et al. [11]. However, these method-
s relied on the training set and they would fail to pick up
the segments whose corresponding behaviors were not con-
tained in the training set.

It’s natural for researchers to use another technique to
overcome this limitation, which can be named as unsuper-
vised learning methods. In these methods, motion capture
data segmentation is located by clustering motion frames.
zhou et al.[12]used aligned cluster analysis (ACA) to tem-
porally cluster poses into motion primitives which were
then assigned to different behavior classes. ACA extends
standard kernel k-means clustering: the cluster means in-
clude a number of features and a dynamic time warping
(DTW) kernel is used to achieve temporal invariance. How-

ever, ACA method needs users determine the cluster num-
ber with respect to temporal constraint. In order to over-
come this limitation, zhou et al. [13] derived an unsuper-
vised hierarchical bottom-up framework, which is called
hierarchical aligned cluster analysis (HACA) to realize seg-
mentation. HACA provided a crude method to find a low-
dimensional embedding for the time series. HACA is ef-
ficiently optimized with a coordinate descent strategy and
dynamic programming.

The researchers tried to solve the dilemma of non-
learning way to behavior segmentation. Balazia et.al [14]
introduced an unsupervised key-pose detection algorithm
for segmentation of motion capture data and this proposed
algorithm partition motions at the level of gestures. Bar-
bic et al. [15] chose segments using an indication of in-
trinsic dimensionality from Principal Component Analysis
(PCA). Its based on the observation that simple motions ex-
hibit lower dimensionality than more complex motions. As
an extension of the traditional PCA, Barbic et al. defined
a proper probability model for PCA which is named proba-
bilistic PCA (PPCA). We can easily know that the direction-
s outside the subspace were discarded, whereas they were
modeled with noise in PPCA.

III. SIMILARITY MEASURE OF
MOTION CAPTURE DATA

A. Distance of Frames

This paper employs the human skeleton model which has
31 joints, as illustrated in Figure 2. For every frame, it has
62-dimensions, which includes root position vector, root
orientation vector and other joints’ direction vector. The
ith frame’s pose consists of all joints rotation angle in the
ith frame expect the root position vector and the root ori-
entation vector which including 6-dimensional. Each pose
pi = {ai,1, ai,2, ai,3 . . . ai,56} is represented as a point in
56-dimensional,which ai,j is one of an Euler angle. The
velocity vi of the ith frame is computed by the Euclidean
distance between pi and pi+1.

Figure 2: Human Skeleton Model
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vi =

{√
(ai+1,1 − ai,1)2 + . . .+ (ai+1,56 − ai,56)2 i 6= n

vi−1 i = n
(1)

Calculating the distance by:

di,j = αd(pi, pj) + βd(vi, vj) (2)

Where d(vi, vj) is the difference of velocity between the
ith frame and the jth frame and d(pi, pj) is the weighted
difference of joint orientations. The weights of α and β are
set to 0.5. The term of d(pi, pj) is given by:

d(pi, pj) = ||pi,0 − pj,0||2 +

m∑
k=1

wk||log(q−1
j,kqi,k)||2 (3)

In (3), pi,0, pj,0 ∈ R3 are the global translational positions of the
figure at frame i and j, respectively; m is the number of joints;
and qi,k, qj,k ∈ S4 are the orientations of joint k and frames i and
j, respectively. The log-norm term represents the geodesic norm
in quaternion space. wk describes the weight of k-th joint. Lee
et al [16] set the weights manually. While the weights of unim-
portant joints are set to zero, the weights of important joints, such
as shoulders, elbows, hips, knees, hips and so on, are set to one.
For different joint, it’s well known to occupy different role. In this
way, there will be a larger error. Wang et al [17] compute a set
of optimal weights for the cost function using a constrained least-
squares technique, where the weights are calculated in two ways:
through a cross-validation study and a medium-scale user study. In
order to reduce the error, we use the optimal weights proposed by
Wang and Bodenheimer, which are shown in table 1.The weights
of remaining joints are set to zero. According to this, we can get
a distance matrix Dn∗n , where n is the length of the original mo-
tion capture data sequence. Apparent that dij = dji(i 6= j) and
dij = 0(i = j).

B. Frame Kernel Matrices

In general, there are several methods which are used to indicate
the similarity of frames for motion capture data. There are sever-
al different formulas to define it. In order to better construct the
similarity matrix, we optimized the novel representation method
of frames similarity. Calculating the similarity of frames by:

wij = e
(−

dist2ij
2σiσj

)
(4)

It’s time-consuming to get an optimum parameter σi for this
function by multiple experiments. In order to determine the value
of parameter σi, a parameter construction method of neighborhood
adaptive scale [18] is introduced:

Table 1: Joints with non-zero weights.

Joints Weight
Right and Left Hip 1.0000

Right and Left Knee 0.0901
Right and Left Shoulder 0.7884

Right and Left Elbow 0.0247

σi =
1

k

K∑
m=1

Diim =
1

k

K∑
m=1

||i− im|| (5)

Setting the k that the average number of neighbors is around
1% of the total frame number for every motion capture data se-
quences. The distance matrix between frames is computed by (2).

IV. IDENTIFY CENTERS OF
BEHAVIORAL CLUSTERS

In order to automatically extract the number of motion cate-
gories for motion capture data sequence, we use this algorithm,
which has good effect for any data points shape. As always, this
algorithm has its basis only in the distance between data points.
It’s able to detect non-spherical clusters and automatically find the
correct number of clusters.

This algorithm has its basis in the assumption that cluster cen-
ters are surrounded by neighbors with lower local density and that
they are at a relatively large distance from any point with a higher
local density. It’s clear that the same motion behavior with suf-
ficient similarity. We consider every motion capture data frame
as a high-dimensional point. For each high-dimensional point, we
should compute two quantities: its local density ρi and its distance
δi from points of higher density.

Rodriguez et al. [19] introduce two methods for computing
local density:

ρi =
∑

j∈Is\{i}

X(dij − dc) (6)

X(x) =

{
1
0

x < 0
x ≥ 0

(7)

dc is a cut-off distance. ρi describes the number of points, which
the distance with i is smaller than dc . Obviously, ρi is discrete.

We can see that formula ρi has a significant limitation of dif-
ferent motion capture data points with the same local density. In
order to avoid this limitation, we calculate ρi by:

ρi =
∑

j∈Is\{i}

e
−(

dij
dc

)
2

(8)

Which is satisfied with more data points of the distance with i s-
maller than dc and the bigger ρi . δi is measured by computing
the minimum distance between point i and any other points with
higher density:

δi = minj:ρj>ρi(dij) (9)

The motion capture data frames which are satisfied the condi-
tions of cluster centers should have the larger ρ and δ. Computing
α = ρ ∗ δ and choosing the larger α , which are more likely to
become cluster centers. Because of the magnitude of ρ and δ is
uniform, it needs to be normalized.

In order to extract cluster centers, we observe the discrete
derivative ∆i = |αi − αi−θ| , where θ must be enough to avoid
noise in the data. For{αi}Ni=1 , we calculate the average ∆i and
standard derivation εi of all data ∆i . So we extract the point as
cluster center when ∆i > 3εi. we automatically extract cluster
numbers k and cluster centers {c1, c2, c3, . . . , ck} for motion cap-
ture data sequences. In this way, we extract k as the number of
behavior for motion capture data sequence.
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V. BEHAVIORAL SEGMENTATION
BASED ON SPECTRAL CLUSTERING
Yuan et al.[20] proposed a graph partition model with tempo-

ral constraints to perform temporal segmentation problem. As we
all know, the problem of motion capture data segmentation is typ-
ical temporal data segmentation. So we base on graph partition
theory to segment motion capture data. Giving a N-Frame mo-
tion capture data sequence {f1, f2, f3, . . . , fN}, we construct an
undirected, weighted graph G=G(V,E). Each node in the set V de-
scribes a frame and frames is connected by edges. The similarity
between frames represents the weight of each edge. This problem
for Segmenting motion capture data can be restated as follows: we
want to find a partition of the graph such that the edges between
different sub-graphs have a very low weight (which means that
points in different clusters are dissimilar from each other) and the
edges within the same group have high weight (which means that
points within the same cluster are similar to each other).

A. Building Graph for Motion Capture Data

For the N-frame motion capture data sequence, we con-
struct G(V,E) as an undirected graph with vertex set V =
{f1, f2, f3, . . . , fN}. In the following we assume that the graph
G is weighted. Each edge between two vertices fi and fj
carries a non-negative weight wij ≥ 0. The matrix W =
(wij)i,j=1,2,3,...,N represents the weighted adjacency matrix of
the graph. When wij = 0 means that the vertices fi and fj are not
connected by an edge. Because of G is an undirected graph, we
define wij = wji. The degree of a vertex fi ∈ V is defined as:

di =

N∑
j=1

wij (10)

We construct the degree matrixD, which is defined as the diag-
onal matrix with the degrees d1, d2, d3, . . . , dN on the diagonal.
Defining an indicator vector I = (I1, I2, I3, . . . , IN )

′
∈ RN as

the vector with entries Ii = 1 if Ii ∈ F (F means subset of vertices
F ⊂ V ) and Ii = 0 otherwise.

For two disjoint sets F1, F2 ⊂ V , we define:

W (F1, F2) =
∑

i∈F1,j∈F2

wij (11)

Considering two different ways of measuring the size of the subset
Fc ⊂ V .
< 1 > |Fc| = the number of vertices in Fc;
< 2 > vol(Fc) =

∑
i∈Fc

di.

Intuitively, |Fc| measures the size of Fc by its number of ver-
tices, while vol(Fc) measures the size of Fc by summing over the
weights of all edges attached to vertices in Fc. The nonempty sets
F1, F2, F3, . . . , Fk form a partition of the graph if Fci ∩ Fcj = ∅
and F1 ∪ . . . ∪ Fk = V .

B. Construt Graph Laplacians
For the undirected graph G(V,E), we define its Laplacian ma-

trix:
L = D −W (12)

The Laplacian matrix satisfies the following properties:
< 1 > L has m non-negative, real-valued eigenvalues 0 =

λ1 ≤ λ2 ≤ . . . ≤ λm;
< 2 > For every vector I ∈ RN , we have I

′
LI =

1
2

N∑
i,j=1

wij(Ii − Ij)2.

The proof of it as follows:

I
′
LI = I

′
(D −W )I =

N∑
i=1

diI
2
i −

N∑
i,j=1

IiIjwij

=
1

2
(

N∑
i=1

diI
2
i − 2

N∑
i,j=1

IiIjwij+

N∑
j=1

djI
2
j )

=
1

2

N∑
i,j=1

wij(Ii − Ij)2

(13)

For N-Frame motion capture data sequence {f1, f2, . . . , fN},
we consider every frame as data point for the undirected graph. It
is generally known that several popular constructions to transform
data points with pairwise similarities wij or pairwise distances dij
into a graph. When constructing similarity graphs the goal is to
model the local neighborhood relationships between data points.

Considering two different ways of constructing similarity
graph:
< 1 > t-nearest neighbor graphs: The goal is to connect vertex

Fi with vertex Fj if Fj is among the t-nearest neighbors of Fj .
We set the t that the average number of neighbors is around 2% of
the total number for every motion capture data sequences.
< 2 > The fully connected graph: we use the Gaussian simi-

larity function, which is defined in (4). The parameter σ controls
the width of the neighborhoods.

C. Apply Spectral Clustering to Graph Cut

a. Relationship Between Graph Cut and Spectral
Clustering

For this undirected and weighted graph, the mincut approach
simply consists of choosing a partition F1, F2, F3, . . . , Fk which
minimizes:

cut(F1, F2, F3, . . . , Fk) =
1

2

k∑
i=1

W (Fi, F̄i) (14)

Where F̄ for the complement of F . Introducing the factor 1/2 for
notational consistency, otherwise we would count each edge twice
in the cut. In order to make the weight of cuts edges, which are
minimum, it’s to make the above objective function minimum.

There are two most common objective functions to encode this
are RatioCut, which is defined by Hagen et al.[21], and the nor-
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malized cut (Ncut), which is proposed by Shi et al[22].

RatioCut(F1, . . . , Fk) =
1

2

k∑
i=1

W (Fi, F̄i)

|Fi|

=

k∑
i=1

cut(Fi, F̄i)

|Fi|

(15)

Ncut(F1, . . . , Fk) =
1

2

k∑
i=1

W (Fi, F̄i)

vol(Fi)

=

k∑
i=1

cut(Fi, F̄i)

vol(Fi)

(16)

Choosing a motion capture data sequence,which has two behavior,
and we analyze the relationship between graph cut and spectral
clustering.

The goal of us is to solve the optimization problem:

min
F⊂V

RatioCut(F, F̄ ) (17)

Defining the vector I = (I1, I2, I3, . . . , IN )
′
∈ RN and getting

Ii =

{ √
|F̄ |/|F |

−
√
|F |/|F̄ |

if
if

fi ∈ F
fi ∈ F̄

(18)

According to the property of Laplacian matrix, which is

I
′
LI = 1

2

N∑
i,j=1

wij(Ii − Ij)2, we can get:

I
′
LI =

1

2

N∑
i,j=1

wij(Ii − Ij)2

=
1

2

( ∑
i∈F,j∈F̄

wij

(√
|F̄ |
|F | +

√
|F |
|F̄ |

)2

+
∑

i∈F̄ ,j∈F

wij

(
−

√
|F̄ |
|F | −

√
|F |
|F̄ |

)2)

= cut(F, F̄ )
( |F |+ |F̄ |
|F | +

|F |+ |F̄ |
|F̄ |

)
= |V | ∗RatioCut(F, F̄ )

(19)

In other words, we can get that the optimization problem and
the Laplacian matrix has a big relationship. It’s easy to extend to
k subgraphs.

Because of these constraint conditions:

N∑
i=1

Ii =
∑
i∈F

√
|F̄ |
|F | −

∑
i∈F̄

√
|F |
|F̄ |

= |F | ∗

√
|F̄ |
|F | − |F̄ | ∗

√
|F |
|F̄ |

= 0

(20)

I
′
∗ 1 =

N∑
i=1

Ii = 0 (21)

||I||2 =

N∑
i=1

I2
i = |F |∗

√
|F̄ |
|F | + |F̄ | ∗

√
|F |
|F̄ |

= N (22)

We can get the new optimization problem:

min
I∈RN

I
′
LI

subject to I
′
∗ 1 = 0, ||I|| =

√
N

(23)

Assuming that LI = λI , at the moment, λ is eigenvalues and
I is L

′
s eigenvectors. Multiplying from the left and the right by

I
′

for LI = λI , we can get I
′
LI = λI

′
I (where I

′
I = N ).

Because of N is constant, minimizing the formula I
′
LI can be

replaced by minimizing λ. For the Normalized cut, we define the
cluster indicator vector I = (I1, I2, I3, . . . , IN )

′
∈ RN by:

Ii =

{ √
vol(F̄ )/vol(F )

−
√
vol(F )/vol(F̄ )

if
if

fi ∈ F
fi ∈ F̄

(24)

Likely the RatioCut, we can get:

I
′
LI =

1

2

N∑
i,j=1

wij(Ii − Ij)2

=
1

2

( ∑
i∈F,j∈F̄

wij

(√
vol(F̄ )

vol(F )
+

√
vol(F )

vol(F̄ )

)2

+
∑

i∈F̄ ,j∈F

wij

(
−

√
vol(F̄ )

vol(F )
−

√
vol(F )

vol(F̄ )

)2)

= cut(F, F̄ )(
vol(F ) + vol(F̄ )

vol(F )
+
vol(F ) + vol(F̄ )

vol(F̄ )
)

= vol(V ) ∗NCut(F, F̄ )

(25)

vol(V ) is a constant. The goal of us is to solve the optimization
problem:

min
F⊂V

NCut(F, F̄ ) (26)

It’s equal to min
I∈RN

I
′
LI . In order to deal with this optimization

problem, we calculate the Laplacian matrixs minimum eigenval-
ue. However, the smallest eigenvalue of L is 0 with eigenvector
1. The Rayleigh-Ritz theorem can be used to solve this problem.
The solution of this problem is given by the vector I which is the
eigenvector corresponding to the second smallest eigenvalue of the
Laplacian matrix L . So we can approximate a minimizer of Ra-
tioCut or Ncut by the second eigenvector of L . Extending to k
clusters, we compute the eigenvalues of the Laplacian matrix and
sort them according to order from small to big. Eigenvectors cor-
responding to eigenvalues are also sort in increasing. Extracting k
eigenvectors as what we want. In this way, we succeeded in con-
verting the graph cut, which is a NP problem, into the Laplacian
matrix eigenvalues (eigenvectors) problem.

b. Apply Nystrom Method to Spectral Clustering

The Nystr
..
om method[23], which uses a sub-matrix of the

dense similarity matrix: This method is a technique for finding an
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approximate eigendecomposition. Here, we denote by W , which
is a N*N similarity matrix. Assume that we randomly select sam-
ple l << N points from the data. The matrix A represent the l× l
matrix of similarities between the same points, B be the l×(n− l)
matrix of affinities between the l sample points and the (n− l) re-
maining points, C contains the similarities between all (n − l)
remaining points and O be the (n× l) matrix consisting of A and
BT . We can get rearrange the similarity matrix W such that:

W =

[
A
BT

B
C

]
and O =

[
A
BT

]
(27)

For the Nystr
..
om method, it use matrix A and B to approxi-

mate similarity matrix W.

W ≈ W̃ = OA−1OT

=

[
A B
BT BTA−1B

]
=

[
A
BT

]
A−1 [A B

] (28)

Where the matrix C is now replaced by BTA−1B. The matrix A
makes eigendecomposition and we can getA = UAΣAU

T
A , where

ΣA contains the eigenvalues of A and UA are the corresponding
eigenvectors. According to the Nystr

..
om method, we can get :

Σ̃ = (
N

l
)ΣA, Ũ =

√
l

N
OUAΣ−1

A (29)

Moreover, the similarity matrix W has the eigendecomposition:

W̃ = ŨΣ̃ŨT (30)

For the Laplacian matrix L , we normalize it by:

L = D −W

= D−
1
2 (D −W )D−

1
2 = I −D−

1
2WD−

1
2

(31)

Where D is the diagonal matrix with Dii =
N∑
j=1

Wij .

Computing the rows sums of W̃ :

W̃ ∗ 1 =

[
A B
BT BTA−1B

]
∗
[

1l
1N−l

]
=

[
A ∗ 1l +B ∗ 1N−l

BT ∗ 1l +BTA−1B ∗ 1N−l

]
=

[
al + bl

bN−l +BTA−1bl

] (32)

Where al, bl represents the row sums of A and B, bN−l denotes the
column sum of B and~1 means a column vector of ones. According
to this, we can get:

D−
1
2 W̃D−

1
2 = D−

1
2

[
A B
BT BTA−1B

]
D−

1
2

=

 D− 1
2

1 AD
− 1

2
1 D

− 1
2

1 BD
− 1

2
2

D
− 1

2
2 BTD

− 1
2

1 D
− 1

2
2 BTA−1BD

− 1
2

2

 (33)

where D1 is l ∗ l and D2 is (N − l) ∗ (N − l). For the similarity
matrix W, we want to show it can be diagonalized. Supposing that

U =
[
A BT

]T
A−

1
2 V Σ−

1
2 , we can get:

W =
[
A BT

]T
A−1 [A B

]
= {
[
A BT

]T
A−

1
2 V Σ−

1
2 }Σ{Σ−

1
2 vTA−

1
2 [A B]}

= UΣUT

(34)

Multiplying from the left by V Σ
1
2 and from the right by Σ

1
2 V T

for the unitary matrix, we can get:

V ΣV T

= V Σ
1
2 (UTU)Σ

1
2 V T

= V Σ
1
2 (

[
A
BT

]
A−

1
2 V Σ−

1
2 )
T

∗

(

[
A
BT

]
A−

1
2 V Σ−

1
2 )Σ

1
2 V T

= V Σ
1
2 (Σ−

1
2 V TA−

1
2 [A B])∗

(

[
A
BT

]
A−

1
2 V Σ−

1
2 )Σ

1
2 V T

= A−
1
2 [A B]

[
A
BT

]
A−

1
2

= A+A−
1
2BBTA−

1
2

(35)

Because of this property, we reduce the computational complex-
ity and we require only the first k eigenvectors of the Laplacian
matrix. Calculating the first k columns of U via

U =

[
Ã

B̃T

]
Ã−

1
2 (VN ):,1:k(Σ−

1
2 )1:k,1;k (36)

Then we normalize U along its rows to get Ũ .

Ũij =
Uij√∑k
r=1 U

2
ir

, i = 1, 2, . . . , N, j = 1, 2, . . . , k (37)

c. K-means Step for Normalized Matrix Ũ

Defining {u}Nj=1 is the vectors corresponding to Ũ
′
s rows.

we have extracted cluster numbers k and cluster centers
{c1, c2, c3, . . . , ck} by the method, as introduced in the Section 4.
Through the corresponding relationship between normalized ma-
trix Ũ and the clusters centers, we update the cluster centers, when
they correspond to same frames. K-means[24] algorithm aims at
minimizing the objective function know as squared error function
given by:

J(C̃) =

k∑
i=1

∑
ũj∈Ci

||uj − c̃i||2 (38)

Where ′Ci′ is the number of data points in ith cluster. Accord-
ing to assign the points to the cluster center whose distance from
the cluster center is minimum of all the cluster centers.
Algorithmic steps for k-means: Let Ũ = {u1, u2, . . . , uN} be the
elements to be clustered and C̃ = {c̃1, c̃2, . . . , c̃k} be the sets of
corresponding centers:
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1) Getting k cluster centers C̃ = {c̃1, c̃2, . . . , c̃k};
2) Calculate the distance between each element to be clustered

and cluster centers;
3) Assign each element to be clustered to the cluster center

whose distance from the cluster center is minimum of all the clus-
ter centers;

4) Recalculate the new cluster center using: c̃i = 1
Ci

Ci∑
j=1

ui ,

Where ′Ci′ is the number of data points in ith cluster.
5) Recalculate the distance between each element to be clus-

tered and new obtained cluster centers;
6) Stop the iteration until no elements was reassigned, other-

wise repeat to step 3).
According to this step and analysis, we can get the N-Frame

motion capture data sequences categories information.

D. Behavioral Segmentation Based On Spectral
Clustering

We have introduced the method of t-nearest neighbor graphs
in Section 5.B. According to this, it can be easily to find that this
method is useful to reduce the store of dense similarity matrix. In
this way, the dense similarity matrix is represented by the sparse
similarity matrix. The algorithm of cluster, which uses the sparse
similarity matrix, as follows:
Algorithm 1: clustering uses the sparse similarity matrix.

Input: N-Frame motion capture data {f1, f2, f3, . . . , fN}, ev-
ery frame is regarded as high-dimensional data point and k: num-
ber of desired clusters.

1) Construct similarity matrix W ∈ RN×N ;
2) Modify W to be the sparse matrix S;
3) Compute the Laplcian matrix by L = I −D−

1
2 SD−

1
2 ;

4) Compute the K eigenvectors of L and construct U ∈ RN×k;
5) Normalize U along its rows to get Ũ . Ũij =
Uij√∑k
r=1 U

2
ir

, i = 1, 2, . . . , N, j = 1, 2, . . . , k

6) Use k-means algorithm to cluster N rows of Ũ into k groups,
which mean action segments for motion capture data sequences.

In subsection 5.C-b , introducing the Nystrom method, which
can be used to cluster for motion capture data sequence.
Algorithm 2: Clustering uses the Nystrom method.

Input: N-Frame motion capture data {f1, f2, f3, . . . , fN}, ev-
ery frame is regarded as high-dimensional data point; number of
samples l, which is determined by 2% the number of motion cap-
ture data, k: number of desired clusters and {c1, c2, c3, . . . , ck}:
cluster centers, which are determined by the algorithm.

1) Construct A ∈ Rl×l and B ∈ Rl×(N−l). The matrix A
represent the matrix of similarities between the same points, B be
the matrix of affinities between the sample point.

2) Calculate D = diag(

[
al + bl

b(N−l) +BTA−1bl

]
).

3) Calculate Ã = D
− 1

2
l×lAD

− 1
2

l×l , B̃ = D
− 1

2
l×lBD

− 1
2

(N−l)×(N−l).

4) Construct A+A−
1
2BBTA−

1
2 . calculate eigendecomposi-

tion VNΣNV
T
N for it and ensure the eigenvalues are in decreasing

order.

5) Calculate U =

[
Ã

B̃T

]
Ã−

1
2 (VN ):,1:k(Σ−

1
2 )1:k,1;k as the

first k eigenvector of the Laplacian matrix.
6) Normalize U along its rows to get Ũ .Ũij =
Uij√∑k
r=1 U

2
ir

, i = 1, 2, . . . , N, j = 1, 2, . . . , k

7) Use k-means to cluster N rows of Ũ into k classes.
Two methods of these can realize clustering motion capture da-

ta sequence into motion fragments.

VI. REFINE BEHAVIORIAL
SEGMENTATION RESULTS

According to temporal reverting, we can get S =
{s1, s2, s3, . . . , sk′ } for N-Frame motion capture data sequence,
where si represents the subsequence after clustering and tem-
poral reverting. Setting the single representation G =
{gci}c∈{c1,c2,...,ck},i=1,2,...,N . gci=1 if fi belongs to class c, oth-
erwise gci=0.

According to extensive experiments, we can find that cluster-
ing and temporal reverting for motion capture data can lead some
error. We define energy function to reduce noise and realize be-
havior segmentation. Because of the temporal property, behavior
segmentation points locate in adjacent motion subsequences. For
each motion subsequence, we only calculate it for belonging to the
former one or the last one. The energy function is defined by:

F (S,G) =
∑

i,j∈1,2,...,k
′

k∑
ci=1

gcidist(si, sj) (39)

Where si represents motion subsequences for motion capture data
after clustering and temporal reverting. Pavel Senin [25] provid-
ed the good resolution for calculating the distance for temporal
sequences, which is named dynamic time warp (DTW).

DTW (si, sj) = dist(si, sj)

= arg min{
∑

f
i
′∈si,fj′∈sj

||fi′ − fj′ ||} (40)

Dynamic programming is applied to deal with behavior segmenta-
tion. The formula is defined as follows:

J(S
′
) = min{J(S

′
− 1) +min{F (S

′
− 1, G)}} (41)

In this way, we can realize behavior segmentation. After clus-
tering, long action subsequences can be considered as independent
behavior and we use the energy function to deal with error sub-
sequences. Where si represents action subsequences for motion
capture data after clustering and temporal reverting. The Figure 3
shows an example of two motion capture data sequences aligned
by DTW.

VII. EXPERIMENTS
In order to prove the feasibility and effectiveness of this

method, we use the Carnegie Mellon University motion capture
database [CMU][26], whose data were captured with a Vicon op-
tical motion capture system of 12 MX-40 cameras at 120HZ. Ex-
tensive experiments are conducted on the dataset of multi-behavior
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(a) (b)

Figure 3: The result of two motion capture data sequences aligned by DTW, which
is demonstrated in 2-dimensional space. (a) represents original sequences and (b)
shows aligned result.

motion capture data from CMU database. each motion capture da-
ta sequence is the combination of roughly several natural actions
(walking, running, punching, jumping and so on.).

The greatest advantage of our method for behavior segmenta-
tion is automatic and without human intervention. For arbitrary
motion capture data, which contains several behaviors, we can re-
alize behavior segmentation. Figure 4 shows the segmentation re-
sults obtained through PPCA, GMM, our methods (t-nearest and
Nystrom method) and manual segmentation. In every chart, x-axis
represents the motion frames and y-axis defines methods abbrevia-
tion. Each chart contains five small bars. From the top downwards,
each bar represents the results of behavior segmentation by PPCA,
GMM, t-nearest neighbors to cluster, Nystrom method applied to
cluster and manual segmentation. The first four methods use black
vertical line to represent the results of segmentation.

For the manual segmentation, it use black strip to represent
segmentation results. Since the continuity of behaviors and the re-
striction of human recognition, the human segmentation labels are
not single frame and they are a short sequence of frames. Manual
segmentation results are regarded as ground truth for segmentation
of motion capture data. Due to the continuity of motion, we think
that segmentation results located in the vicinity of ground truth are
segmentation successful.

According to experiments, we can find that our method not on-
ly can segment motion capture data, but also can mark the same
behavior segments. We use same color to mark the same behavior
segments. The experiments results are close to ground truth. That
as long as the segmentation results falling in this sequence are the
right points of segmentation. We compare these behavior segmen-
tation algorithms in the standard precision/recall framework.{

precision = #reportedcorcuts
#reportedcuts

× 100%

recall = #reportedcorcuts
#corcuts

× 100%
(42)

where #reportedcorcuts indicates the reported correct cuts,
#reportedcuts is the total number of reported cuts and #corcuts rep-
resents the total correct cuts. The closer precision and recall are
to one, the more effective the algorithm is. Table 2 gives scores
of precision and recall for PPCA, GMM, t-nearest and Nystrom
method.

Table 2: Precision and recall scores for the PPCA,GMM,t-nearest and Nystrom
method

Behavior Methods Precision Recall
PPCA 80.83% 87.38%
GMM 54.00% 72.97%

t-nearest 90.09% 90.91%
Nystrom 92.79% 93.63%

VIII. DISCUSSION AND CONCLUSION
In this paper, we introduce a novel automatically method to

segment motion capture data. Firstly, we use a novel method to
extract cluster numbers k, which can be regarded as the number
of behavior contained, and cluster centers. This cluster algorith-
m is based on local density for input data. Then, we construct
undirected weighted graph, which uses motion capture data. In
order to deal with this NP hard problem, we analyze relationship
between graph cut and spectral clustering. According to this, the
problem of behavior segmentation for arbitrary motion capture da-
ta sequence is converted to spectral clustering problem. According
to the priori knowledge of behavior numbers and cluster centers,
the application of t-nearest neighbors and Nystrom method used
respectively to cluster for motion capture data sequence. Defining
energy function to refine segmentation for motion capture data.
These method can reduce computational complexity, save restore
space and improve calculation speed. Energy function, which is
defined by us, can reduce the error of segmentation results.

Although we have reduce the restore space for this method, it
takes up remarkable restore space. In future work, we should fur-
ther improve the calculate speed and reduce restore space. Mean-
while, to further study the effect of single behavior fragments on
the motion analysis and motion synthesis.
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Abstract

A dialogue system, Richard, for free communication on
daily issues is under construction. Daily issues are clas-
sified into tree-structured event knowledge-base. For each
event topic, we retrieve dialogue examples from the Inter-
net. Basic-level Upper Ontologies (BLUO) are proposed
to categorize words of these examples. Event identifica-
tion is realized by comparing the similarity between BLUOs
of an input sentence and BLUOs of example sentences in
the event knowledge-base. Cosine similarity algorithm is
adopted to select the most possible event domain. BLUOs
of an input sentence are combined to the sentence ID. A
difference distance acts as a metric to determine the most
similar ID in the script with input sentence ID. An exam-
ple of free dialogue within Greeting-Shopping-Restaurant
domains is described. On-going work on meaning-based
dialogue system and dialogue-based learning is outlined.

1. Introduction

“A dialogue system is a computer program that commu-
nicates with a human user in a natural way” Arora et al.
(2013). Dialogue systems have many application areas,
e.g. call-center service, shopping assistance, traveling ser-
vice. Research on human-computer dialogue system can be
dated back to Eliza by Weizenbaum (1966). The first dia-
logue system Eliza was based-on word-level pattern match-
ing method, e.g, Weizenbaum (1966), Norvig (1992). Eliza
can act as a psychotherapist to soothe a human patient. Al-
though Eliza system also relies on the context, its strategy is
not sufficient for carrying out daily dialogues since people
often talk from one context to other context.

A recent milestone would be IBM’s Watson, High
(2012), which is based-on statistical reasoning supported
by a large knowledge-base. Watson is able to answer quiz
questions in English. LogAnswer is a German question-
answer system based on formal logic reasoning supported

by the German Wikipedia, Furbach et al. (2010), Dong et al.
(2011). For human-computer dialogue in everyday life, the
dialogue system might not need a very large knowledge
base, however, it shall be aware of the dynamic chances of
topics, and adjust its language analysis strategies. Another
difference from pure question-answer systems is that a dia-
logue system sometimes should also raise questions, make
suggestions. This is, question answering systems are pas-
sive, while dialogue systems can be active. We set out two
criteria for dialogue systems for the daily-use as follow: (1)
they should be able to automatically identify communica-
tion domains; (2) they should be able to accept ungrammat-
ical utterances.

We report an approach to identifying dialogue topics
and switching among dialogue domains. Section 2 intro-
duces the basic idea for domain identification; Section 3 de-
scribes the tree-structured domain knowledge system; Sec-
tion 4 presents the cosine similarity algorithm for automatic
domain identification; Section 5 elaborates the usage of
BLUOs for sentence ID identification in the script; Section
6 describes the Richard dialogue system; Section 7 lists two
pieces of on-going work: meaning-based domain identifi-
cation, and dialogue-based learning of domain knowledge.

2. The research on “Basic Level Upper Ontolo-
gies” in daily dialogues

Rosch et al. (1976) identified “basic level category” as
a certain level of taxonomies of objects, which carry the
most information and the highest category cue validity. Ba-
sic level categories are the first categorizations which peo-
ple make during perception of the environment, and also
are the earliest categories named by children. What we in-
spired is that when people change environments, e.g. going
out of home, walking in subways, looking around in shop-
ping malls, basic-level words used in their communications
would be a valid cue to identify the changes of environ-
ments. We carried out a computational research to identify
basic-level words and their upper layer ontologies in daily
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dialogues, which we name them “Basic Level Upper On-
tologies”.

We collect dialogues from Internet, which have been
classified under functional domains, such as “daily greet-
ing”, “shopping”. For each domain, we manually go
through these dialogues and identify basic-level categories,
and construct a word-category dictionary. For the basic-
level categories, we identify their upper ontologies, which
serve as certain mid-level taxonomies between basic-level
categories and the domain. When a new utterance is re-
ceived, the system will first map the words in the utterance
into basic level categories, and reasoning on the possible
domain.

So, Basic Level Upper Ontologies are used for (1) nor-
malization of input utterances, (2) identification of dialogue
domain, e.g. topics, environment, based on the knowledge-
base, and (3) identification of sentence ID in the script. For
the utterance “I go to Italian restaurant”, we would map
“I” into the category EgoPerson, “Italian” into Nation-
ality, and “restaurant” into FoodPlacePublic. The cate-
gory name is constructed as follows: an upper category of
the word and several characteristic features are combined
and ordered alphabetically: “I” is a Person with the fea-
ture Ego, “restaurant” is a Place with feature of Food and
Public.

3. Knowledge of Events and Domains

In the Richard system, domains are understood as fami-
lies of related event structures. Dialogues start with greeting
and end with separating. We introduce the greeting domain
as the first domain, and the good-bye domain as the last
domain. Domains can be overlapped. For example, shop-
ping domains and restaurant domains may share payment
domain in common. Events are spatial-temporal entities,
e.g., Zacks and Tversky (2001). Two events can follow 13
qualitative temporal relations, as described in Allen (1983):
for example, a greeting event can be directly followed by a
going-to-cafeteria event.

Domains are structured in a lattice. Every domain in the
lattice is a node. We use a child of a node to represent the
sub-domain of a domain. All nodes or leaves with the same
parent have the parallel relation. If two domains have the
overlapping part, we extract this part from them and put it
as a new domain in the subtrees of both domains.

For Richard system, we introduced restaurant domain
and shopping domain. As to restaurant domain, it con-
tains before-restaurant, in-restaurant and after-restaurant
domains. Under the in-restaurant domain, there are two par-
allel domains, order domain and payment domain. After-
restaurant domain has positive domain which means posi-
tive comments on the restaurant and negative domain which
means negative comments. As for the shopping domain, it

contains before-shopping, in-shopping and after-shopping
domains. There are look domain and payment domain un-
der the in-shopping domain. The structure of domains in
Richard system is shown in Figure 1.

Figure 1. The Sample of Domain Structure

4. Automatic Event Identification

The aim of the research is to automatically identify event
domain. This is carried out by a deviated cosine similarity
function, followed by a decision making process as follows:
for each domain, we define a domain ID vector, whose size
is the number of all BLUOs within this domain appeared in
dialogue corpus, and each vector element is corresponding
to a BLUO and set to frequency number of this BLUO in
the corpus. In the current dialogue system, the restaurant
domain ID vector has the rank of 22, the shopping domain
ID vector has the rank of 19. Given an input sentence, we
define the input vector as follows: it has the same rank of
the domain ID vector; if there is a word in the input sen-
tence belongs to a BLUO in the domain, the corresponding
element of the input vector is set to 1, otherwise 0. The
input sentence is classified into the domain with highest co-
sine similarity value. If there are more than two maximum
cosine values, among which there is the domain to which
the last input sentence belong, we choose the last domain,
otherwise, we randomly choose a dialogue domain.

Just an example, suppose that the restaurant domain
ID vector has the rank of 3, which corresponds to three
BLUOs: Restaurant, Eat, and Hungry, each appears 3,
4, 2 times in the dialogue corpus. The restaurant domain ID
vector turns out to be [3, 4, 2]; suppose that the input sen-
tence is “I want to eat”, among those words, “I” belongs
to the BLUO of EgoPerson, “want” is neglected, “eat”
belongs to Eat. So, the input vector is [0, 1, 0]. The co-
sine similarity is 3∗0+4∗1+2∗0√

32+42+22
√
02+12+02

= 0.7428. As to
the shopping domain, if its ID vector has the rank of 3 as
well. The corresponding BLUOs are Shop, Buy, and trol-
ley which appear 3, 3, 1 times respectively in the dialogue
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corpus. The shopping domain ID vector is [3, 3, 1]. How-
ever, in the above sample sentence, “I want to eat”, none
of the shopping domain BLUOs appear so the input vector
is [0, 0, 0]. Since in the cosine similarity, the denominator
is
√
32 + 32 + 12

√
02 + 02 + 02 = 0, the cosine similarity

is assigned to 0. As 0.7428 is greater than 0, the sample
sentence, “I want to eat”, is regarded as belonging to the
restaurant domain. The algorithm for event domain identi-
fication is outlined as follows.

d = current domain;
while input not empty do

get BLUOs and their frequencies;
for number of domains do

construct input vector based on domain
BLUOs;

end
calculate correlations by similarity;
list← get biggest correlations;
if d not in list then

d = random(list);
else
end

end

Algorithm 1: Event Domain Identification Algorithm

5. Sentence ID Identification

All BLUOs contained in an input sentence can be
combined together as a sentence ID used to choose the
response. BLUOs in the sentence ID is reordered alpha-
betically. In the script, a response is categorized according
to an ID of a sentence which that response responds to.
We assign a difference distance to different sentence IDs.
The difference distance between two IDs are the sum of
distinct BLUOs in both IDs. Assume id1 and id2 are two
sentence IDs and BLUO() is a BLUO extraction operator.
The formula of the difference distance is below.

D(id1, id2) = BLUO(id1) ∨ BLUO(id2) −
BLUO(id1) ∧BLUO(id2)

For example, the difference distance between FoodOr-
der and FoodQuantity is 2. If a sentence ID id1 has all
BLUOs contained in another sentence ID id2, we call id2
is the super-set of id1 and id1 is the subset of id2. Food is
a subset of FoodQuantity.

In Richard system, we search in a bidirectional way to
find one smallest super-set called down-to-up search and
one biggest subset called up-to-down search of the input

sentence ID in the script. Then, we calculate the differ-
ence distance between the input sentence ID and its super-
set and between the input sentence ID and its subset. We
choose the super-set or subset based on the smaller differ-
ence distance. For example, in the restaurant domain, we
have two IDs FoodDirectionLocationState and Location.
The id from the input sentence is DirectionLocation. The
difference distance between DirectionLocation and Food-
DirectionLocationState is

BLUO(DirectionLocation) ∨BLUO(

FoodDirectionLocationState)

−BLUO(DirectionLocation) ∧BLUO(

FoodDirectionLocationState)

= 2

The difference distance between DirectionLocation and
Location is

BLUO(DirectionLocation) ∨BLUO(

Location)−BLUO(DirectionLocation) ∧
BLUO(Location) = 1

Since the difference distance between DirectionLoca-
tion and Location is smaller than that between Direction-
Location and FoodDirectionLocationState, we choose
the rules below the ID Location.

cd = chosen domain;
tag = BLUOsTag(input);
tag1 = up2downSearch(tag, cd);
tag2 = down2upSearch(tag, cd);
if tag1.length < tag2.length then

return tag1;
else

return tag2;
end

Algorithm 2: Sentence ID Identification Algorithm

6. System Implementation

Sample dialogue sentences are obtained from the
Internet. For the presented work, we used sam-
ple dialogues at http://www.englishspeak.
com/de/english-lessons.cfm and http:
//www.eslfast.com/robot/. The model of Richard
contains five main components as in Figure 2. Inside
Richard, there are input processor, domain identifier,
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sentence ID identifier and rule selector. Outside the system,
Richard retrieves the rules from a script. The circle handle
is a provided interface and the semicircle handle is a
required interface.

Figure 2. The Model of Richard

We divide the construction of Richard system into two
major parts. They are the knowledge-based part and the di-
alogue part. In the knowledge-based part, we retrieve sam-
ple dialogue sentences from the Internet. Based on domains
we choose, these sentences are categorized to each of them.
Then, we extract the BLUOs from each sentence and con-
struct the domain ID vector for each domain based on the
BLUOs of this domain. Finally, we assign each sentence
under an ID of a sentence which the sentence assigned by
us responds to.

In the dialogue part, when a sentence comes into the in-
put processor, it will be divided into a word list and each
word is replaced with its BLUO. This forms a BLUO list
sent to both domain and sentence ID identifiers. In the do-
main identifier, for each domain ID vector, the BLUO list
is transformed to corresponding input vector and the cosine
similarity between these two vectors are calculated. The do-
main with the biggest similarity is chosen. In the sentence
ID identifier, the BLUO list is formed to a sentence ID.
Based on this ID, an up-to-down search finds the biggest
subset and a down-to-up search finds the smallest super-
set. The difference distance calculation is conducted for the
most similar ID in the script. At last, a rule selector selects
a response under this ID in the chosen domain randomly.

7. On-going Work

Based on Richard system, we have two more on-going
work. Firstly, our dialogue system is based on the Basic

Level Upper Ontologies defined manually. Human use lan-
guage to communicate feelings and ideas. A model of ideas
can be formed based on the semantic approach Simmons
(1973). Therefore, we want to switch the domain in terms of
meaning called meaning-based domain identification. The
second task is to make the system learn the domain knowl-
edge, which is dialogue-based learning of domain knowl-
edge.
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Sample dialogues with Richard

HUMAN>Hi, Richard.
[Domain:GreetingDomain]
RICHARD>Hey
HUMAN>How are you?
[Domain:GreetingDomain]
RICHARD>Fine, how are you doing?
HUMAN>Fine, too.
[Domain:GreetingDomain]
RICHARD>What do you want to do?
HUMAN>I am hungry. I want to eat.
[Domain:BeforeRestaurantDomain]
RICHARD>Let’s go to an Italian

restaurant now.
HUMAN>How about this restaurant?
[Domain:OrderDomain]
RICHARD>Yeah, it is. I come here

all the time.
HUMAN> What do you want to order?
ANALYSIS> [Domain:OrderDomain]
RICHARD> I’m not sure. I haven’t

decided yet. Can you recommend
something?

HUMAN> Fish.
ANALYSIS> [Domain:OrderDomain]
RICHARD> Good choice.
HUMAN> Let’s pay now.
ANALYSIS> [Domain:PaymentDomain]
RICHARD> Yes, please.
HUMAN>I want to go shopping.
[Domain:BeforeShoppingDomain]
RICHARD>What time are you leaving?
HUMAN>I will leave now.
[Domain:BeforeShoppingDomain]
RICHARD>Will you buy a ham

sandwich for me at the store?
HUMAN>Ok.
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[Domain:BeforeShoppingDomain]
RICHARD>But I have no money now.
HUMAN>You can give me later.
[Domain:BeforeShoppingDomain]
RICHARD>Thanks.
HUMAN> I bought a lot of food.
ANALYSIS> [Domain:AfterShoppingDomain]
RICHARD> Where did you buy it?
HUMAN> In the supermarket.
ANALYSIS> [Domain:AfterShoppingDomain]
RICHARD> Was it expensive?
HUMAN> They are cheap
ANALYSIS> [Domain:AfterShoppingDomain]
RICHARD> Really?
HUMAN>[Abort]
Bye! See you next time!
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Abstract—Video lessons are increasingly adopted in education, 
especially in universities and lifelong learning projects. Their 
popularity is due to the people's familiarity with video and to other 
intrinsic characteristics of this medium, such as the message 
rapidity and its reproducibility. Accordingly, Massive Open 
Online Courses are gaining a prominent role in both formal and 
informal education and many universities provide video courses 
for their students through suited platforms or even freely 
accessible to everyone. To improve the effectiveness of video 
lessons and to make them part of a wider learning environment, 
we decided to investigate the possibility of making a system that, 
starting from a video, can suggest further “readings”. Such a 
system is thought for independent lifelong learners, for regular 
students, for teachers and instructional designers as well. 

Keywords-Cognitive computing; video lessons; MOOCs; 
technology enhanced learning; lifelong learning. 

I.  INTRODUCTION 
The use of video lessons is becoming more and more popular 

among students for a variety of reasons. Since the raise of 
specialized portals such as, e.g., Vimeo and YouTube, a huge 
number of tutorials and howtos were made available 
spontaneously by the users in the form of video, which cover 
almost any topic, ranging from, e.g., makeup to housekeeping 
and cars or bikes maintenance. This new wave of User 
Generated Contents (UGC) dramatically changed the use of the 
Web, the Internet traffic profiles, and the approach of people 
towards learning. In fact, people started looking for videos 
instead of text to clarify concepts, see examples, find additional 
information on the topic they are interested in or are studying. 
Yet, there is a lack of organization in these gigantic, general 
purpose video repositories. Especially, it is difficult to obtain 
information on the selected resources and get details on their 
content, hence accessing relevant video fragments is a hard task. 
Considering the fact that YouTube is worldwide the second 
largest source of information on the Internet after Google [1], the 
lack of a correct cognitive alignment between the available 
videos and the expected learning outcomes with respect to the 
given audience is still an open problem.  To cope with this 
problem, a semantic support would be required, to enable the 
effective use of metadata and to improve research capabilities. 
Unfortunately, in most cases, videos that can be found on the 
Internet are user-generated and self-produced and we cannot 
expect a consistent behavior from such a very large, 
heterogeneous group of persons. Then, alternative solutions 

must be found so that the needed information can be extracted 
from videos through automated tools and sophisticated mining 
techniques. 

It is worthwhile noticing that teachers are directly involved 
in this revolution both as actors and directors. Many of them are 
producing video courses for enhancing their traditional classes 
and/or for creating new educational projects in MOOCs 
(Massive Open Online Courses) platforms, whose number is 
fast-growing. In fact, following the wave of the 
OpenCourseWare initiative launched by the Massachusetts 
Institute of Technology (MIT) and the success of services such 
as, e.g., Coursera, many universities decided to counteract this 
phenomenon and provide own video courses through internal 
and national portals. It is the case of national French platform 
FUN (France Université Numérique), based on the edX 
platform, and of the recently released Eduopen initiative in Italy, 
which sees the authors of this paper directly involved in the 
production of video lessons for the “Computer Science” 
modules. 

Beside their popularity, video lessons are to be considered an 
effective also from the learning point of view, for they offer the 
following advantages:  

(i) enhance engagement,  

(ii) improve communication,  

(iii) improve clarity,  

(iv) show examples,  

(v) offer the possibility of using captions and exploiting 
videos recorded in different languages,  

(vi) introduce interactivity elements, 

(vii) make educational resources freely accessible with 
reduced costs for development and delivery [2]. 

Given these premises, we forecast a near future in which it 
will be easier and easier to find videos on the Web covering a 
wide variety of topics, also in academic fields, that can be 
considered reliable due the prestige of the authors and to the 
presence of metadata qualifying their content and authors as 
well. Hence, in this paper, we showcase a demonstrative 
prototype recently developed, which was designed to perform 
the following activities:  
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(i) find interesting videos over the Web on a given matter,  

(ii) play videos,  

(iii) make a real-time transcript of the video, which can be 
used for other activities such as collecting text for annotation and 
semi-automatic translation from foreign language to individuals’ 
mother language,  

(iv) process the resulting text with advanced semantic 
algorithms to extract concepts and relevant information and to 
find related material in the form of more videos, additional 
readings, link to other learning assets.  

We highlight that the presented prototype is based on the use 
of cognitive computing solutions and a cloud infrastructure, 
whose technical details are depicted in the following. 

The remainder of the paper is organized as follows. Firstly, 
in Section 2, an overview of the reasons for using videos in 
education is given, also covering issues related to the adoption 
of MOOCs. Section 3 describes new opportunities offered by 
cognitive computing and how they can be profitably exploited in 
education. Accordingly, Section 4 provides a detailed 
description of the proposed system that aims to be a valuable 
support to both teachers and learners. Finally, Section 5 
summarizes findings and gives a glance on future works.       

II. USING VIDEOS IN E-LEARNING AND MOOCS 
In the last five years, MOOCs have emerged as a worldwide 

adopted, low-cost e-learning technology to deliver video-based 
educational contents on a wide variety of topics. Given the lack 
of entry barriers (prerequisites), a lot of universities offers 
platforms and facilities for their students to enroll in MOOCs. 
However, only a small fraction of enrolled students actively 
participates in the various activities, such as viewing video 
lectures, completing quizzes and homework, and so on. In this 
respect, the dropout phenomenon has been studied [3], [4]. 
Several researchers have analyzed usage logs to determine the 
factors associated with MOOCs’ high attrition rate and to 
develop methods that predict how participants will perform and 
whether they are likely to drop out [5]. This study shows the 
results of a research focused on the perception of students about 
learning in a cooperative MOOC course. It is a university 
MOOC course, since it is inserted into the formal teaching of 
Master Degree in Primary Education, although open to 
participation by all interested persons. The perception of 
students is evaluated through the questionnaire Technology 
Acceptance Model (TAM) adapted to the context of learning in 
a massive open online course. Three variables associated with 
the perception of students on learning in the course are 
discussed:  

(i) the academic level of participants (undergraduate vs. non-
degree students),  

(ii) the type of participation in the course (hidden, 
moderately hidden, active, individualistic and collaborator), 

(iii) the gender variable.  

                                                
1 Borrowed from https://console.ng.bluemix.net/catalog - Can be subject to 
modifications. 

Although the perception of the students in income, 
motivation and ease of use of a MOOC course is high, there are 
some differences between the variables analyzed. It is noted that 
no grade students perceive more positively the methodology 
with which one has to work in a MOOC. However, the type of 
participation does not significantly influence the perception of 
students about learning in a MOOC course. In addition, males 
scored significantly higher on both the motivation to learn 
through a MOOC, and the perception of its usefulness for 
learning. The results show good acceptance by students and the 
use of massive open online courses in regulated university 
contexts, and suggest a greater acceptance in learning 
environments linked to lifelong learning and professional 
development. 

III. SEMANTICS AND COGNITIVE COMPUTING 
The above-cited tool, whose details will be duly discussed in 

Section 4, relies on sophisticated cognitive computing 
techniques made available through the rich set of services and 
APIs accessible within the IBM Bluemix platform [6]. Owing to 
the IBM Academic Initiative, universities can freely experiment 
Watson and other functionalities. In particular, the platform 
provides programmers with a plenty of services based on the 
Watson artificial intelligence [7] and the DeepQ&A algorithm, 
enabling the creation of complex applications and, thus, giving 
a significant contribution to the increasing success of cognitive 
computing applications in many fields of applications, including 
university classes [8]. In more detail, Watson is a full-featured 
cognitive computing system for the research and development 
of cognitive systems and services [9], [10], which can easily 
interoperate with other applications and legacy systems as well. 
It is a valuable commercial tool, exposing a varied catalog of 
building blocks, which allow rapid prototyping of applications 
with advanced features. For example, among the others, we cite 
the following boilerplates1  that can help enhance, scale, and 
accelerate human expertise in the direction of making software 
applications smarter and smarter:  

(i) Concept Expansion﹣performs text analysis and can learn 
similar terms as well as words or phrases, based on context. Such 
a tool enables users to rapidly create a lexicon and a set of related 
terms from data sets of text fragments or collections of 
documents. Then, the output can be used to provide further 
understanding of data and improve text analytics pipelines;  

(ii) Concept Insights﹣ looks for associations of concepts 
inside sets of documents provided by users with a pre-existing 
graph of concepts based on the renowned free encyclopedia 
Wikipedia. Accordingly, the service identifies links of two 
types: explicit links in the case a document directly mentions a 
concept, and implicit links, which connect the input documents 
to relevant concepts that are not directly mentioned. This service 
can also search for documents that are relevant to a concept or 
collection of concepts by exploring both the explicit and the 
implicit links;  

(iii) Dialog﹣allows developers designing the interaction 
mechanisms of an application with an end-user, based on a 
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natural conversational interface. In practice, this service enables 
computer applications to use natural language and this capability 
can be profitably exploited in a variety of situations such as, e.g., 
automatically respond to user questions, walk users through 
processes or applications, or even hand-hold users through 
difficult tasks;  

(iv) Natural Language Classifier ﹣ applies cognitive 
computing techniques to analyze sentences or phrases in a given 
corpus and return the best matching classes;  

(v) Relationship Extraction﹣ parses sentences into their 
various components, looking for relationships between the 
components;  

(vi) Speech-to-text and Text-to-speech﹣the former converts 
the human voice into the written word and the latter processes 
text and natural language to generate synthesized audio output 
complete with appropriate cadence and intonation even if on a 
limited set of languages;  

(vii) Tone Analyzer﹣leverages cognitive linguistic analysis 
to identify tones that people show in their languages;  

(viii) Visual Recognition﹣ allows analyzing the visual 
appearance of images or video frames to understand what is 
happening in a scene. Based on machine learning technology, 
the semantic classifiers recognize many visual entities, such as, 
e.g., settings, objects, and events;  

(ix) Tradeoff Analytics﹣helps people make better choices 
while taking into account multiple, often conflicting, goals that 
matter when making that choice. 

Owing to such an easy-to-use arsenal of services with 
stunning functionalities, new opportunities arise for both 
designers and programmers, which can create unprecedented 
solutions. To display publicly all of its power and potential, IBM 
Watson attended the competition of the Jeopardy! Game in 
which it was able to show its ability [11], [12] and [13]. In fact, 
Watson was victorious and this is due to its ability in finding 
answers to questions in an unlimited domain. The Watson 
algorithms can mine both structured and unstructured data, 
extracting information and originating new knowledge, which 
results in the emergence of multiple answers that are weighted 
through a confidence estimation. The key feature required by the 
competition was mastering the language [14] because the game 
proposes clues full of irony, subtle meanings, and other 
complexities allowed by a malicious use of natural language 
[15]. For what concerns the underlying technology, we report 
that Watson owes its smartness to the DeepQA Project [16] a 
massively parallel probabilistic evidence-based architecture, 
which can also be adapted to different business applications and 
additional exploratory challenge problems including medicine, 
enterprise search, and gaming [17].  

To conclude this short overview on cognitive computing 
capabilities, we highlight that the exploitation of cognitive 
computing services is education is a paramount field of 
application. Specifically, according to the smarter university 
model [18], cognitive computing-based applications and 
services should be adopted for administration and management, 
and learning activities as well. From the e-learning point of view, 

we report some experiences that witness how cognitive 
computing can be an accelerator for students’ achievements, and 
a valuable support for the teachers. In particular:  

(i) integrating cognitive computing services in software 
applications can strongly enhance students’ performances in 
computer science classes;  

(ii) studying cognitive computing behavior can lead to 
significant results in Artificial Intelligence (AI) related studies;  

(iii) using a cognitive computing layer for digital interactions 
with students can enhance their performances and ease the 
teachers’ job in managing both classes and learning materials.  

The interested readers can find a comprehensive review of 
cognitive computing in education in reference [19]. Moreover, 
cognitive computing techniques allow managing big data and 
these two issues mixed together are influencing the learning 
process [20].  

IV. THE VIDEO ANALYSIS AND RECOMMENDATION SYSTEM 
To the aim of testing the effectiveness of cognitive 

computing techniques in the application of semantics, the 
demonstrative prototype that we are going to describe was made 
exploiting videos from the course “Computer Science 101”, 
which are made freely available on the website of the Stanford 
University through their Stanford openEdX e-learning 
environment. We have chosen this course due the authority of 
the provider and to the quality of the spoken English, since we 
want the automated systems to perform speech-to-text 
conversion. From a very technical point of view, the service is 
made through the pipelining of different services borrowed from 
the Watson catalog, according to the sequence shown by the 
block diagram depicted in Figure 1.  

Figure 1: the sequence of operations 

More precisely:  

(i) a wide variety of videos is presented to the users;  

(ii) the user is requested to select a specific video, which 
starts playing within the browser;  

(iii) the video flows through a speech-to-text analysis, which 
generates its transcript;  

(iv) the transcript outcome of the previous module flows 
through the Concept Insights module, which links the provided 
documents with a pre-existing graph of concepts based on 
Wikipedia;  

(v) two types of links are identified: explicit links when a 
document directly mentions a concept, and implicit links which 
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connect your documents to relevant concepts that are not directly 
mentioned in them; 

(vi) users can search for documents that are relevant to a 
concept or collection of concepts by exploring the explicit and 
implicit links;  

(vii) the concepts identified in (iv) are ordered on the basis of 
the confidence level; 

(viii) other related videos or web pages are suggested to the 
user.  

Figure 2: screenshot of the application while running, performing real-time 
transcript of text and the relevant semantic analysis, resulting in the suggested 

contents balloon 

As a final result, data collected and originated by the analysis 
are presented in a single web page. This includes (see Fig. 2): 

(i) the transcript of the video,  

(ii) a timeline with a real-time overview of the keywords 
identified while the video plays,  

(iii) a confidence estimation,  

(iv) a list of the extracted concepts, and  

(v) suggested related contents. 

It is worthwhile noticing that these features can be useful also 
from an instructional designer point of view [21], which could 
make a video speaking about a topic, which will become the 
equivalent of the research keywords in standard search engines. 
In this way, basic concepts will be extracted from the video and 

these will become the table of contents. At the same time, the 
system will look for other related videos, which could enhance 
student engagement through extra credits (using gamification 
techniques [22] [23]) be adopted as learning materials in a class, 
be suggested as “further readings” [24] or re-arranged in a 
repository with semantic capabilities [25]. 

At your convenience, please note that the demo is available 
online at the URL https://mc-unige.eu-gb.mybluemix.net (best 
viewed with Mozilla Firefox). 

V. CONCLUSIONS 
Using videos in e-learning activity has become popular for 

both the availability of a large amount of video content and the 
increase of MOOCs projects carried on by universities, which 
push their researchers to support their teaching activity by 
publishing videos instead of presentations, books or documents. 
The use of videos itself is not an advancement in the e-learning 
methodology, since it was commonly used in the past, even if 
delivered in different forms, e.g., video-tapes. Yet, next 
generation network and services, advanced semantic capabilities 
and the availability of the cognitive computing services joined 
with the big data allow the empowerment of videos towards a 
new generation of e-learning frameworks able to overcome the 
traditional drawbacks of this medium.  

ACKNOWLEDGMENTS 
We wish to thank Mr. Marco Placidi for his precious support 

in coding and setting up the demo application. 

REFERENCES 
[1] Alexa, “Top 500 sites on the web,”  Annual Report available at the 

URL: http://www.alexa.com/topsites, last visited, September, 2015. 
[2] E. Garcia-Barriocanal, M.A. Sicilia, S. Sanchez-Alonso, M. Lytras, 

“Semantic annotation of video fragments as learning objects: a case 
study with YouTube videos and the Gene Ontology.” Interactive 
Learning Environments, vol.19, no. 1, pp. 25–44, 2011. 

[3] J.K. Tang, H. Xie, H., T.L. Wong, “A big data framework for early 
identification of dropout students in MOOC,” in Technology in 
Education. Technology-Mediated Proactive Learning, Springer 
Berlin Heidelberg pp. 127–132, 2015. 

[4] K.S. Hone and G.R. El Said, “Exploring the factors affecting MOOC 
retention: A survey study,” Computers & Education, vol. 98, pp. 157–
168, 2016. 

[5] A. Elbadrawy, A. Polyzou, A. Ren, M. Sweeney, G. Karypis, H. 
Rangwala, “Predicting Student Performance Using Personalized 
Analytics,” Computer, vol. 49, no. 4, pp. 61–69, 2016. 

[6] K. Kobylinski, J. Bennett, N. Seto, G. Lo, F. Tucci, “Enterprise 
application development in the cloud with IBM Bluemix,” in 
Proceedings of the 24th Annual International Conference on 
Computer Science and Software Engineering (CASCON '14), pp. 
276–279, 2014. 

[7] J.E. Kelly, S. Hamm, “Smart machines: IBM’s Watson and the era of 
cognitive computing.” Columbia Business School Publishing, 2013. 

[8] M. Coccoli, P. Maresca, L. Stanganelli, A. Guercio, “An experience 
of collaboration using a PaaS for the smarter university model,” 
Journal of Visual Languages and Computing, vol. 31, no. 1, pp. 275–
282, 2015. 

[9] G. Booch, “The soul of a new Watson, IEEE Software,” vol. 28, no. 
4, pp. 9–10, 2011. 

[10] S. Sudarsan, “Evolving to a new computing era: cognitive computing 
with Watson,” Journal of computing sciences in colleges archive, vol. 
29, no. 4, pp. 4–4, 2014.  

 

156



[11] A.M. Gliozzo, “IBM’s Watson Jeopardy! computer shuts down 
humans in final game,” IEEE Spectrum, vol.17, 2011. 

[12] E.W. Brown, “Watson: the Jeopardy! challenge and beyond,” in 
Proceedings of the 35th International ACM SIGIR conference on 
research and development in information retrieval, 2012. 

[13] E.W. Brown, “The Jeopardy! challenge and beyond,” in Proceeding 
of the 12th IEEE International conference on Cognitive Informatics & 
Cognitive Computing (ICCI*CC), 2013. 

[14] M.C. McCord, J.W. Murdock, B.K. Boguraev, “Deep parsing in 
Watson,” IBM Journal of research and development, vol. 56, no. 3.4, 
3:1, pp. 3:15, 2012. 

[15] A. Lally, J.M. Prager, M.C. McCord, B.K. Boguraev, S. 
Pathwardhan, J. Fan, J. Fodor, J. Chu-Carrol, “Question analysis: 
how Watson reads a clue,” IBM Journal of research and development, 
vol. 56, no. 3.4, pp. 2:1, 2:14, 2012. 

[16] D. Ferrucci, A. Levas, S. Bagchi, G. Gondek, E.T. Mueller, “Watson: 
beyond Jeopardy!,” Artificial Intelligence, 199–200, pp. 93-105, 
2012. 

[17] E.A. Epstein, M.I. Schor, B.S. Lyer, A. Lally, E.W. Brown, J. 
Cwiklik, “Making Watson fast,” IBM Journal of Research and 
Development, vol. 56, no. 3.4, pp. 15:1-15:12, 2012. 

[18] M. Coccoli, A. Guercio, P. Maresca, L. Stanganelli, “Smarter 
universities. A vision for the fast changing digital era,” Journal of 
Visual Languages and Computing, vol.25, no.6, pp. 1003–1011, 
2014. 

[19] M. Coccoli, P.Maresca, L. Stanganelli, “Cognitive computing in 
education,” Journal of e- Learning and Knowledge Society, vol.12, 
no.2, pp. 55–69, 2016. 

[20] M. Coccoli, P. Maresca, L. Stanganelli, “The role of big data and 
cognitive computing in the learning process,” Journal of Visual 
Languages and Computing, In press. 

[21] M. Coccoli, S. Iacono, G. Vercelli, “Applying gamification 
techniques to enhance effectiveness of video-lessons”, Journal of e-
Learning and Knowledge Society, vol. 11 no. 3, pp. 73–84, 2015. 

[22] C. Perryer, N.A. Celestine, B. Scott-Ladd, C. Leighton, “Enhancing 
workplace motivation through gamification: Transferrable lessons 
from pedagogy,” The International Journal of Management 
Education, vol. 14, no. 3, pp. 327–335, 2016. 

[23] G. Adorni, S. Battigelli, D. Brondo, N. Capuano, M. Coccoli, S. 
Miranda, F. Orciuoli, L. Stanganelli, A.M. Sugliano, G. Vivanet, 
“CADDIE and IWT: two different ontology-based approaches to 
Anytime, Anywhere and Anybody Learning,” Journal of e-Learning 
and Knowledge Society, vol. 6, no. 2, pp. 53–66, 2010. 

[24] M. Coccoli, G. Vercelli, G. Vivanet, “Semantic Wiki: a collaborative 
tool for instructional content design,” Journal of e-Learning and 
Knowledge Society, vol. 8, no. 2, pp. 113–122, 2012. 

157



Teaching Computer Programming Through Hands-on 
Labs on Cognitive Computing  

 
Mauro Coccoli 

DIBRIS 
University of Genoa 

Genoa, Italy 
mauro.coccoli@unige.it 

 
 

Paolo Maresca 
DIETI 

Federico II University 
Naples, Italy 

paolo.maresca@unina.it 
 
 

Lidia Stanganelli 
Software Engineer 

Naples, Italy  
ldistn@gmail.com  

 

Abstract—In this work we report more recent results of a long-
lasting educational project that we have been carrying on for 
several years and is evolving continuously. The objective of the 
mentioned project is making students work on the production of 
small, yet full featured, software prototypes with a collaborative 
approach, in a dedicated development environment with suited 
tools and facilities. At the same time, we seek to lay the 
foundations to build a pragmatic model to teach cognitive 
computing programming. We conducted such experience in a 
programming course at the University of Naples “Federico II” 
exploiting a software development environment based on the 
Platform as a Service (PaaS). This made possible to perform a set 
of cooperative learning activities that we used to demonstrate 
practically some theoretical concepts, also stressing the use of 
cognitive computing tools, which introduce a new way of thinking 
the software design process. From its inception, this educational 
project has involved a relevant number of students, which has 
been growing continuously, year after year. At our first attempts, 
students were assigned a specific activity, which was expected to 
be concluded within one year. Then, as new classes arrived, we 
have seen that it was possible to start new activities starting from 
the precedent achievements, thus requiring further evolutions of 
the available prototypes. This allowed creating more complex and 
complete projects, as new tools and services were made available, 
carrying new opportunities. In the present release, such 
evolutionary path has led to using the IBM Bluemix platform 
with its wide range of components, including Watson that is 
devoted to cognitive computing. This work goes in the direction 
of developing the smart university model, by using innovative 
and intelligent services to help raising a new generation of 
software engineers but also to promote and disseminate a new 
way for designing and building innovative applications. 

Keywords: cloud; cognitive computing; collaborative systems; 
smart university; technology enhanced learning; computer 
supported collaborative learning. 

I.  INTRODUCTION 
As already stated in previous research, collaboration is a 

learning strategy that can be applied in educational activities 
specifically designed to bring learners to a given learning 
outcome throughout collaborative tasks. By adopting 
collaborative methodologies, teachers can empower the 
acquisition of skills, competence and knowledge, thus reinforce 

the whole learning process, also enhancing mental capabilities 
of individuals, driving them towards acquiring a cooperative 
attitude and sharing resources with peers. Especially, 
collaboration is a paramount aspect in computer-assisted 
instruction, resulting in the implementation of the Computer-
Supported Collaborative Learning (CSCL) paradigm [1]. This 
also reflects in the architecture of widely adopted e-learning 
platforms, that include functionalities specifically developed 
for allowing users to collaborate and/or to cooperate, to the aim 
of reaching common objectives.  

Furthermore, in specific disciplines, such as, e.g., in 
software engineering classes, collaboration is also one of the 
learning objectives. In fact, software development is done by 
heterogeneous people arranged in teams including designers, 
analysts, programmers, testers, user experience designers, 
graphic designers, user interface designers, and many others, 
also depending on the dimensions of the projects. All these 
people must share common objectives, have a common and 
clear vision of the project, and be able to communicate each 
other seamlessly. Thus, a suited working environment is 
required, which includes some non-standard functionalities that 
may be not present in common Learning Management Systems 
(LMS) since they usually serve for content delivery and 
accounting of users. Moreover, we notice that making concrete 
experimentations in laboratories equipped with suited facilities, 
is one of the core components of education along the fan of the 
scientific disciplines [2]. This is due to the fact that 
experimenting enables students to learn by doing through 
simulations and hands-on experiences, which are at the basis of 
many practical educational activities. Specifically, considering 
the case of teaching software engineering, the laboratory 
equipment is not made of machineries, yet it is all about 
computers, networks, operating systems, IDEs (Integrated 
Development Environments) and software programs, which 
can even be conveniently virtualized [3]. 

Within this context, we have been developing, appositely 
for computer programming classes, a dedicated working 
environment, which enables students, alone or in small groups, 
working on small and simple tasks within more complex 
software engineering projects, covering the whole lifecycle of 
software development across analysis, design, and 
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development. Furthermore, this architecture was also designed 
to allow for subsequent upgrades by other students in future 
years. Such a working environment was designed with 
reusability in mind and is continuously evolving, as new 
solutions emerge, which can be profitably exploited by both 
students and teachers. This reflects positively on learning 
methodology, fostering an innovative model for computer 
programming classes, but also results in dramatic changes in 
universities from an infrastructure and organizational point of 
view [4]. In fact, one of the main issues in making available a 
full featured flexible, sharable and reusable working 
environment is the fact that it clashes with the static structure 
of existing software engineering laboratories. Traditionally, 
universities have invested much money, and human resources 
as well, in setting up and maintaining large and costly 
computer rooms with fast Internet connections for their 
students’ satisfaction. However, it is evident that this model has 
many drawbacks such as, e.g.,  

(i) the need to be reconfigured according to the specific 
requirements that may come from different courses;  

(ii) the need of keeping updated, consistent and protected 
the software installed as security patches or new versions are 
released;  

(iii) many security and safety threats;  

(iv) the need of specific and costly hardware supporting 
huge loads, even if concentrated in short periods, i.e., the few 
“lab-hours” scheduled during a semester;  

(v) the rapid obsolescence of hardware.  

All of these issues can be summarized in just one point: 
high costs. Moreover, in recent years, other inefficacy reasons 
emerged, due to technology progresses and changes in the 
society and in people’s lifestyle, habits and attitudes. In fact, 
modern construction techniques guarantee ever-growing 
computing power and progressive miniaturization rates, which 
result in affordable and capable devices. In addition, the fast 
and continuous innovation in network infrastructures and 
networking solutions [5] results in the straight connection 
between people and objects and in the rapid development of 
Internet of Things (IoT) applications and solutions, also 
bringing innovation to technology-enhanced learning [6]. 
Furthermore, the wide availability of applications for sensor-
rich modern devices pushes to using methods and techniques 
strongly based on the interaction with users, which happens 
mainly through natural interfaces. 

Accordingly, in this paper we focus our attention on a 
specific issue, that is, the exploitation of the Platform-as-a-
Service (PaaS) paradigm in the software production [7]. The 
adoption of PaaS allows using remote virtual machines in place 
of local hardware and software, thus avoiding time-consuming 
and expensive installations as well as annoying maintenance 
tasks [8]. Then, we focus on cognitive computing that, together 
with big data, is going to assume a fundamental role in the 
learning process [9] and is being rapidly adopted in a variety of 
education settings [10]. Moreover, cognitive computing is a 
very challenging item in the software development scenario 
since it allows developing applications that manage big data, 
enables performing analytics on data in order to make complex 

decisions, and fosters interaction between machines and 
persons through natural language, both written and spoken. 
Cognitive computing will be increasingly linked both to IoT 
and analytics because of the large amount of data collected and 
the subsequent decision that can be taken once these data will 
be analyzed [11]. Especially, if we combine the pattern 
matching with the complex verbal communication, training 
students in our labs on these issues is necessary and important 
for the future applications and the formation of software 
engineers. 

The remainder of the paper is organized as follows. First, in 
Section II, we present a summary of past experiences, which 
have allowed reaching the actual situation. Then, in Section III 
we introduce general issues about cognitive computing. In 
Section IV we detail on the experiments carried on with the 
IBM Watson cognitive computing facilities into several 
projects. Finally, in Section V, summary considerations 
conclude the paper. 

II. A SUMMARY OF PAST EXPERIENCES 
In this section, we report on the previous experiences that 

improved collaboration between students and drove the project 
to the current state. This evolution path must not only be seen 
as a recasting of the instruments used, which also served to 
enhance collaboration, but should also be regarded as the 
maturation of the way in which we obtained a strong evolution 
in the control management and implementation processes of 
collaboration between people from diverse groups and 
countries.  

A. Enforcing Team Cooperation 
In March 2010, a first project started from the collaboration 

between the University of Naples Federico II, IBM Italy, the 
Eclipse Italian community, and other Italian universities. The 
aim of the project was the collaborative creation of good-
quality software products within university courses, to improve 
students’ learning and to enhance the collaboration capabilities 
between members of the development teams. This resulted in a 
new way of teaching and bridged the gap between companies 
and universities, with the objective of preparing students to 
face at the best the labor market. The project was called ETC 
(Enforcing Team Cooperation) and it was attended by the 
following universities: Naples Federico II, Bergamo, Milano 
Bicocca, Genoa, Bari, Bologna. The project involved one 
hundred students and used the IBM Rational’s Jazz vision (see 
references [12] and [13] for more detailed descriptions).  

B. On the Road to Eclipse 
Since the ETC methodology was successful, it was applied 

again one year later, 2011, in a larger project called OTRE (On 
the Road to Eclipse) [14] for developing a set of collaborative 
tools, to be used within the Eclipse community. The final 
results were collected, published and shared, in a workshop in 
which the teams that had collaborated remotely finally met and 
were able to compare their work with other teams involved in 
the same project. Something like a peer-to-peer conference, 
that wanted to be much more than a student contest. 
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C. Trans-Continental Collaboration 
Encouraged by the good results achieved, the next year, 

2012, we faced an ambitious trial centered on cooperation of 
student groups belonging to both Italian and non-Italian 
universities [15]. The project involved two classes: a 
programming class and a computer science class. The former 
from the Federico II University of Naples (Italy) and the latter 
from the Ohio State University at Stark (USA). The goal was to 
form the heterogeneous classes on a platform (Rational-Jazz) 
and set up a 24 hours workshop that students could use at any 
time. As a consequence, a common training on common 
educational objectives could be achieved by standardizing the 
programs and using the same language.  

D. Geographically Distributed Teams 
The outcome of this trial was very satisfactory for both 

teachers and students, hence it was extended and repeated the 
next year, 2013. New projects were set up with mixed teams 
that represent portions of both Italian and American students. 
This made it possible to tackle problems in training places such 
as, e.g., difficulty in speaking, different study habits, 
organizational habits, etc. [16]. We are proud to mention that 
this project has received a special mention by IBM, as the best 
practice in collaboration of the year1. 

III. COGNITIVE COMPUTING AND WATSON 
The above-cited experiences contributed to the definition of 

the model of smarter university given in [4], which depicts the 
progresses that universities are expected to do (or are already 
doing) for providing their students with smart services. These 
are implemented in remote laboratories so that they will be 
available everywhere, for all time and without the need of 
reservation. This concept finds its practical realization in the 
newly acquired possibility of using a set of cloud applications 
in a PaaS environment, i.e., the IBM Bluemix platform [7]. 
With this step ahead, students are enabled to cooperate, 
develop, maintain and manage any project with any team at any 
time without the need to move to any physical laboratory. The 
philosophy of virtual all without any installation in any 
laboratory or PC and the ability to use hardware resources and 
software for free (owing to the IBM Academic Initiative) make 
this a very powerful service. Finally, we highlight that all of 
these premises are changing the programming paradigms and 
are driving applications to demand more cognitive services. 

Cognitive computing can be regarded as the computer 
simulation of the human reasoning processes. To give a more 
detailed definition, we must make some considerations on the 
concept of programming. More precisely, we recall that the era 
of programmable computing starts with the dawn of the digital 
computer around 1940. The big change introduced is that now 
one has general purpose computing systems that are 
programmable and that can be reprogrammed to perform 
different tasks, according to the needs of the moment. But 
ultimately, they have to be programmed and are still somewhat 
constrained in the way they interact with humans. This is the 
era that we are currently in. However, we see emerging over 
the last few years what we call cognitive computing, as the 

                                                             
1 IBM Academic Award http://ibm.co/1Og2YNt 

result of summing a number of factors. In fact, there are at least 
four issues that affect the cognitive computing:  

(i) big data,  

(ii) expanding human cognitive boundaries,  

(iii) improving communication, and  

(iv) analytics.  

Each of these is briefly described in the following. 

A. Big Data 
The first factor is the emergence of big data, originated by 

ever-growing number of services and applications that we daily 
use over the World Wide Web and the Internet, exchanging 
information with both humans and computers, and creating 
new knowledge. Apparently, we are not prepared to handle this 
huge amount of data and this results in using them rarely, 
wasting big opportunities and valuable resources.  

B. Expanding Human Cognitive Boundaries 
The second factor is due to the need to amplify the human 

cognitive boundaries. It is unquestionable that our ability to 
reason and think deeply, as well as to solve complex problems, 
is really quite impressive. However, our ability to read, analyze 
and process huge volumes of data is really quite poor. 

C. Improving Communication 
The third factor is due to the need to easily communicate to 

both machines and persons through natural language. So, 
instead of writing and editing programs that continuously 
interact with machines we can just talk and educate them about 
things to do. At the same way, machines can talk to other 
machines or humans in a dynamic always-connected IoT 
scenario.  

D. Analytics 
Finally, the fourth factor, which can be seen as a substrate, 

is analytics. This factor is more properly the key element of 
cognitive computing applications and is represented by the 
intense use of machine learning [17].  

Figure 1. Some of the Watson boilerplates 

These four enablers push the development of cognitive 
computing and relevant applications. Probably, there will be a 
transitional, maybe long, period in which traditional 
programming and cognitive programming will coexist and, 
sometimes, will overlap. According to this outlook, one can 
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understand why the IBM Bluemix platform and Watson co-
exist. In fact, they are the way to share the two above-described 
programming paradigms. Figure 1 shows the Watson services 
available within the Bluemix catalog. 

In more detail, Watson is a full-featured cognitive 
computing system for the research and development of 
cognitive systems and services [18], [19], which can easily 
interoperate with other applications and legacy systems as well. 
Owing to the IBM Academic Initiative, universities can freely 
experiment Watson through the ever-growing variety of 
services and APIs (Application Programming Interfaces), made 
available within the IBM Bluemix platform [20], which 
represent an important and promising field of application for 
the exploitation of cognitive computing services is education 
[21]. Some of the many available Watson boilerplates will be 
used within the programming course for the creation of cognos 
for smartphones and PCs as well. For example, the most used 
are: Dialog, Text to Speech, Speech to Text, Visual 
Recognition, Language Translation, and Personality Insights. 

IV. OUTCOMES OF HANDS-ON LAB ACTIVITY  
During the course of Programming I, in the academic year 

2015/2016, the Federico II University of Naples launched the 
second trial with IBM Bluemix. Specifically, this year, the 
students carried on 14 different projects. Among these, only a 
small number are finished running while others are still under 
development, but are nearing completion. The students 
involved are 150, working in 50 groups for crafting 
applications for both smartphones/tablets and PCs. As in 
previous years, the students were divided into teams and each 
of these was assigned a part of a bigger project. 

To better clarify what we mean with “students’ project”, we 
report the ones completed, which are currently in testing phase. 
The projects are, namely: (i) Bag of ideas, (ii) Sbulloniamoci, 
(iii) Cancer registry, (iv) Restart Campania, (v) Arduino car. 

A. Bag of Ideas 
This application resulted in the creation of a Social 

Network Site (SNS) for searching opportunities and sharing 
ideas among creative people who want to develop innovative 
services with some interesting features. In other words, the 
SNS aims to provide potential customers with the possibility of 
requesting assistance and expertise. More specifically, it works 
as follows: if you have an innovative idea but not the ability to 
achieve it, then you can post it on the site and ask for help (see 
Fig. 2). The SNS administrators make available skills and 
means to realize the idea. From a logical point of view, the core 
of the system is the analytics service that collects data, 
performs analyses and, finally, provides an answer on the 
feasibility of the idea, keeping into account the technological 
drivers, the territorial requirements, the existence of similar 
ideas, etc., applying suited analytics algorithms. Moreover, it 
also provides an application allowing people to manage the 
reputation of the participants through a peer rating system 
operated within the community of registered users. The users’ 
reputation is measured ranging from 0 to 10. 

B. Sbulloniamoci 
The main purpose of this web application is mining 

contents of the most popular SNSs (e.g., Facebook and Twitter, 
also exploiting their known privacy flaws [22], [23]) 
investigating possible threatening messages, in order to 
recognize the profile of a bully and report it to the community. 
This concept is already implemented in the popular application 
ReThink, which keeps trace of outgoing messages. Whenever a 
message contains threats, the application displays the message 
«Are you sure you want to do that?» to discourage unfair 
behaviors. 

 
Figure 2. Screenshot taken from Bag of ideas  

However, Sbulloniamoci (Fig. 3) wants to be more incisive 
and the result of writing malicious messages is not just a 
warning but the exposition of the evil person to the scorn.  

From a technical point of view, the application performs 
two steps. The former is the interaction with the user, achieved 
by means of the Dialog component from Watson. The latter, 
which is the application’s core functionality, is the elaboration 
of the text that may result in the unmasking of the “bully”. This 
phase is performed by Personality from Watson. It allows 
analyzing a text to the aim of extrapolating the writer’s 
psychological profile, showing its main characteristics, as well 
as what actions he may or may not accomplish. Note that, in 
order to achieve significant results, Personality needs sets of 
3500 to 6000 words. Using few words will reflect in getting 
less reliable profiles. Before using Personality, it can be very 
useful text through the facility Concept Expansion and Concept 
Insights also available within the Watson libraries. 

 
Figure 3. Screenshot taken from Resize the bully – “Sbulloniamoci” 
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In fact, Concept Expansion helps clarifying youth 
languages or slang in more clear terms (for example, it makes a 
connection between the words Big Apple and New York that 
will be considered synonymous) and such a pre-processing can 
be very useful to better understand the users’ intentions. 
Moreover, Concept Insights allows linking given words to 
concepts; thus, it can detect any threats, insults, or aggressive 
language that may not be detected by merely scanning the text. 

C. Cancer Registry.  
The main aim of the Cancer Registry project is to build a 

website and an app to show the data for the more occurring 
tumors in a given geographical area. The motivation behind 
this project is finding a relationship between such serious 
diseases and pollution (air, water and waste management in 
general), which is supposed to increase cancer presence in 
specific areas of the country. This huge work uses data from 
disparate sources, i.e., the National Cancer Registry of Italy, 
environment sensors monitoring air and water pollution, 
geographical data from the Google maps service. The 
development was assigned to 4 separate groups as follows:  

(i) database;  

(ii) data analysis;  

(iii) application development (currently available only for 
devices running the Android OS, it will be built for iOS soon);  

(iv) website development.  

It is worthwhile noticing that, in this case, it was hard 
identifying a specific boiler plate tailored to our needs. We are 
considering the possibility to develop an ad-hoc component 
based on Watson. 

Owing to the Analytics functionalities provided, it is 
possible analyzing data from different sources. In the chart 
(Fig. 4), the age of patients hospitalized for tumors in the 2003-
2013 decade is depicted. From this chart we can find the age 
with more incidence of tumors in the selected geographical 
area. 

 

 
Figure 4. Patient age hospitalized for tumors in the 2003-2013 decade 

D. Restart Campania.  
The Restart Campania project is the development of an 

application that allows promoting tourism in the Italian region 
Campania. One of its core functionalities is visual recognition, 
which enables users, i.e., tourists and citizens, to adopt the 
places and monuments they take picture of, by making a 

donation or by taking part to the activities of a community 
devoted to promote a specific point of interest, to attract more 
and more visitors, thus enhancing culture, tourism and 
commerce. The application implementing this service includes 
an app for smartphone and/or tablet and a website. As users 
take photos of specific monuments, the system creates a map 
with the relevant markers. Specifically, images are recognized 
through the Visual Recognition tool, which looks for a match in 
the huge database of images it relies on. Once the place or 
monument in the picture is identified, the app performs a 
Google search to provide the user with more information. 
Moreover, the monument is highlighted on a Google map (see 
Fig. 5) where corresponding markers are linked to videos 
uploaded by users. (see Fig. 6). 

 

 
Figure 5. Map of adoptable monuments 

 

 
Figure 6. Some of the monuments and details on the relevant donations 

E. Arduino Car   
The Arduino Car project received the special mention by 

IBM during the last Eclipse-IT workshop, “Head in the 
Clouds”, held in Rome on October, 2015. In more detail, 
Arduino Car is the design and development of a real, working, 
toy-machine and its remote control system, running in a 
smartphone app. It was entirely developed within the IBM 
Bluemix PaaS and exploiting Watson functionalities, including 
specific IoT facilities. Figure 7 shows the prototype at its 
current state of development.  
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Figure 7. Arduino Car setup 

From an engineering point of view, the project is interesting 
since it involves three different activities: the human-machine 
interaction, the realization of the motor and the control of all 
the on-board devices, including traction control and a variety of 
sensors. As regards the first aspect, the students have 
developed a simple communication protocol, which allows fast 
communication (also because of the slowness of the 
communication network) and they enabled voice commands 
using the speech-to-text functionality. For mechanical aspects, 
it is worthwhile noticing that the electric motor has been 
designed and assembled so that traction can be on two or four 
wheels by engaging/disengaging one of the axis, i.e., front 
and/or rear. The last aspect, the vehicle control system, 
required a huge software development activity, for the 
controller is in charge of managing both the electronic 
equipment on board (e.g., light switching, distance control 
sensors, temperature sensors, etc.) and the navigation on the 
road as well as collision avoidance.  

In addition, a remote dashboard was designed to control the 
overall performances and the functionality of the car via 
smartphone, PC or tablet. Such dashboard also displays the 
video stream of a camera installed on the front of the vehicle. 
Another camera on the back allows controlling the vehicle in 
parking with the help of sensors. In more detail, it carries 4 
different mini-cameras, heat sensors and distance sensors. The 
software developed gathers data, analyzes them and provides 
support to the decisions app that monitors the car’s 
performance. The working group that developed the project has 
had to deal with the hardware, the on-board software, the 
communication network, also developing a communication 
protocol between Watson and the control system. 

Future developments of this project will be: enhancing the 
equipment (easing end empowering), enhancing aerodynamics, 
and improving vehicle coordination with the surrounding 
environment and with other vehicles. Due to its 
interdisciplinarity, the project also involved students enrolled in 
the course of studies in mechanical engineering for engine 
design and on-board electrical systems to control the 2-wheels 
drive traction system.  

 

V. CONCLUSIONS 
In conclusion, we observe that teaching computer 

programming can be performed through a variety of strategies 
and based on different languages or IDEs, according to the 
teachers’ preferences and to the available facilities in terms of 
both software licenses and hardware. However, due the 
practical nature of such a discipline, we noticed that better 
results are achieved when students have to deal with realistic 
problems and realize real working applications. This cannot be 
attained starting programs from the scratch but requires the 
ability of using collaborative methodologies and of reusing 
libraries already available, with an incremental approach to the 
construction of full-featured software prototypes. This is also 
the requirement of the labor market, which needs flexible 
professionals with problem solving capabilities and social 
attitudes. Using the ecosystem introduced within the paper, i.e., 
the IBM Bluemix PaaS and the relevant services, in hands-on 
labs of the programming course has guaranteed a high quality 
of the final artifacts that were used for evaluation by the 
teachers. Moreover, through the PaaS, we can exploit advanced 
functionalities based on a very complex cognitive computing 
system. Such services, perform high-level operations and 
require high investments in terms of hardware computational 
capabilities and research and development as well, that could 
not be faced in a university class. Since the platform makes 
them available for free, this can empower all the applications 
with high level functionalities at no cost, also enhancing the 
satisfaction level of the students and their performances. 
Consequently, this reflects on a better performance from the 
teacher side too. 
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Abstract 

The paper introduces an approach for the realization of a 

dynamic and contextual storytelling engine that can 

allow the dynamic supply of narrative contents, not 

necessarily predetermined and pertinent to the needs 

and the dynamic behaviors of the users. 

In particular, the system adopts an adaptive and social 

approach, using a contextual model in order to realize a 

dynamic digital storytelling approach that makes the 

visit experience more appealing and immersive. A case 

study and some experimental results are presented and 

discussed. 

1. Introduction

“By dint of telling his stories, a man becomes the 

stories. They continue to live after him, and so he 

becomes immortal” (from “Big Fish” film). 

The mystery contained in each "word" is still one of 

the most debated issues in the entire history of 

humanity. From this mystery comes the narration and its 

ability to persuade, to convert, to enchant [3, 24]. 

With the term ‘storytelling’, we mean a learning 

methodology that consists in ‘telling’ a story to catch the 

attention of an audience, convey the message that the story 

wants to tell and stimulate a specific desire in the readers, 

transmitting events in words, images and sounds [1]. 

The objectives of storytelling are several and vary 

according to the context of application: in fact, the 

disciplinary areas are many and go from the literacy in 

childhood, to the scholastic education and the museum 

didactics, passing for other uses such as the company 

management and the psychoanalysis [26]. 

If today we can think of using a didactic 

methodology as the storytelling, it is mainly thanks to two 

factors: from the one hand, a new way to imagine the 

education seen from a constructivist perspective, on the 

other hand the diffusion in the latest decades of new 

technologies [15]. 

In this context, we talk about ‘digital storytelling’, of 

which there are several definitions, but all turn around 

the ‘idea to combine the art of telling stories with the 

variety of digital multimedia services, such as images, 

audios and videos’ [23]: mixture that allows expressing 

and narrating in a vivid way experiences, situations and 

considerations. 
Digital storytelling exists in many forms and 

encompasses multiple fields; in particular, there are the 
following typologies: linear, non-linear, adaptive, 
social/collaborative, mobile and game. 

Linear storytelling is a traditional narrative form where 
the author chooses a predefined plot with a fixed 
sequence of events that the protagonist cannot modify in 
any way. The term ‘linear’ indicates that any part of the 
content is seen and/or listened to in the same order all the 
times it is enjoyed, confirming the fact that the reader is 
pushed to follow the narrative path without the possibility 
to influence the plot and/or its end [28]. 

Non-linear storytelling represents a ‘not linear’ 
narration form, that is any corpus of contents structured 
in a way that all the possible ways to cover are multiple and 
variable [19]. 

The main idea is that the advancement of the plot is not 
fixed a priori, but the development of the story and its 
realization depend on the interaction and the choices of the 
audience, who from simple reader or spectator becomes a 
‘co-author’. 

Instead, the adaptive approach is based on an 
interactive narration that allows intervening and 
interacting with the process of construction of the story 
adapting it to the alterations caused by the intervention of 
the user, with the purpose to keep a certain narrative 
coherence [12]. 

The use of media and social media for the sharing of 
contents and narrative artefacts has considerably 
transformed even the way in which the stories can be 
described and told. 

‘Collaborative’ and ‘social’ storytelling are forms of 
collective construction of a story where the shared narration 
becomes a socially interactive means that supports and 
foments the continuous co-participation of the users [9]. 

If the use of technology has changed the way to tell the 
stories, the use of new mobile tools has put the problem on 
the overlapping of the narratological and the spatial parts. 
Consequently, the researchers and the developers have 
been pushed to define new approaches able to integrate 
the two dimensions in order to make the cultural 
experience as much as possible immediate and at the same 
time ubiquitous. 

Many projects use the mobile component to realize 
guided narrative itineraries contextualized to the 
environment, with an instructive, informative or sometimes 
simply recreational feature, with active users who move 
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inside physical places operating on technological devices 
[14]. 

Also the support of geolocation (positioning and 
localization through integrated GPS) has further 
improved the use of these mobile tools, allowing a 
strong reinforcement of the experience offered to the 
visitor. In fact, it is very current the theme of the 
creation of geolocated interactive narrations aware of the 
context, that is, of stories whose contents, organized in 
a narrative sequence, are strongly anchored   to   the   
physical   places   and   to   other significant parameters of 
the environmental context [6, 7, 20]. 

Therefore, it is understandable how it is essential to 
give the citizen adaptive services and contents able to 
transmit right information in the right contexts [33]. A 
fundamental contribution to this scenery has come from 
the increasing diffusion of mobile devices that concretely 
have created pervasive and context-aware computing 
approaches [21, 22]. Exactly the context- aware 
computing seems to be the most important approach to 
realize an adaptive approach to the distribution of services 
and contents [32]. The Context Awareness marks the 
systems capable of perceiving the contexts where  they 
and the user act, and of consequently modifying their 
behavior  and exchanged information. These 
opportunities offered by the new pervasive technologies 
have deeply affected the world of the services providers 
[31]. 

The service used in a given context, encouraging 
interaction among the parties, favors the integration of 
resources, expertise, information and interests (before, 
during and after use). 

The mobile devices are also enriched with 
multimedia contents (among which audio, video, photo 
files, etc.) and tools to realize these contents (among 
which integrated cameras, recording microphones, etc.). 
This allows creating and exchanging multimedia 
contents in real time and in any place and, therefore, 
realizing and sharing digital stories during the itineraries 
of visit. These characteristics are exploited in all the 
areas, included those connected to tourism and cultural 
heritage, in particular in the museums [13, 29]. In fact, 
they represent places where stories can be told and where 
several approaches of storytelling are tested [4, 11]: 
basically, the narration has evolved including digital 
contents to make the participation of the museums’ 
visitors mainly interactive through a more personal and 
adaptive storytelling. 

Finally, in order to improve the sensation of 
amusement for the user, it is born a storytelling where the 
videogames become a more effective learning tool than the 
traditional teaching methods, where the decisions of the 
player affect the global story of the play [5]. 

The objective of this work is to indicate an approach 
for the realization of a dynamic storytelling engine that 
can allow the dynamic supply of narrative contents, not 
necessarily predetermined and pertinent to the needs and 
the dynamic behaviors of the users. 

The adaptability to the context, the social networks 
and the mobile world represent the pivotal points, in 
order to give a technological solution to the digital 
storytelling, which combines, indeed, the adaptive, 
social and mobile approaches. 

The adaptive approach inserts itself in order to 
enhance the idea of a narrative experience able to 

dynamically change in relation with the elements of the 
profile and the context. For this purpose, it has been 
realized a model for the representation of all possible 
contexts in order to provide users of contextual services. 
The fundamental feature of the social component of our 
system is the sharing of the role of the author among many 
individuals, each of which, in turn, takes part into the 
creation of a portion or a segment of the story, but none of 
them can assume its paternity. Finally, we have chosen to 
create the system through a mobile application as it proves 
to be a perfect tool to have in real time all necessary 
information, facilitating the access to a series of 
information and conducting an educational role too. 

In the following paragraphs, we are going to analyze 
the main works concerning the digital storytelling. Later, 
we will describe a scenery as example and introduce the 
general architecture of the proposed model, presenting in 
detail each module and phase. 

The paper ends with the description of a realized 
application and its experimentation. 

 

2. Related Works 

 
In this section, we are going to show several cases of use 

of the Digital Storytelling, in order to make the visitors’ 
experience more interactive and engaging, proposing 
personalized stories using new technologies (geolocation, 
mobile applications, augmented reality, etc.). 

In [8] Young has proposed an interactive narrative 
architecture that ‘re-projects’ the events of the story, using 
the planning. In the wake of the work by Young, many 
adaptive narrative theories have been developed, such as 
the use of an algorithm of user modeling to predict their 
actions and the trigger events, in real time; in this way, the 
character of the user is given by their  actions with 
respect to  the context of the story. 

An example is Reading Glove [30], system of 
adaptive interactive narration that uses a smart 
‘recommender system’ and a tabletop display. The 
reasoning engine of the system guides the users through 
the story, using three different modalities of 
recommendation: the casual ones, those based on the 
content of the story and the recommendations based on the 
user. Therefore, the recommender system operates like a 
kind of ‘expert narrator’, which follows the reader through 
the narration. 

A further example is Framework for adaptive 
storytelling [10]: the story develops around the notions of 
interest and preferences of the user. This feedback updates 
the user model according to their interests through the 
profiling module. The story is made up of a series of 
correlated events and the event selection module 
determines what content is more suitable for the interests 
of the user in order to select the right event for the 
progression of the story. 

Instead, in [2], the purpose has been to try to create an 
emphatic adaptive narrator. The system, under 
development, aims at using the emotional expressions 
generated by an avatar or a robot in addition to the 
answers of the listeners who are monitored in real time. 
Using several devices and sensors, the system points at 
codifying in runtime the listener’s positive and negative 
emotions and on them modifying the techniques of the 
narrative discourse. 
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Then, it is possible to identify and list a very long 
series of ‘collaborative’ and ‘social’ storytelling that 
have purposes of pre-schooling, amusement, teaching and 
fruition of cultural heritage; among these, we would 
like to remember Casting [25], a software system that 
supports the audio-based narration of collaborative 
groups in the creation of non-linear stories. Casting is 
made up of a client and a web portal. In particular, 
the client allows the users to create a project team, add 
audio recordings, connect the audio recordings, select and 
publish a linear story. The client’s users can recover the 
most up-to-date version of the story and synchronize 
their modifications in local. Instead, the web portal 
allows the users to publish the podcasts and discuss, 
comment, vote and reuse audio-based stories. 

Moreover, the user’s experience, thanks to the 
mobility and the territorial and thematic localization, can 
renew itself using the physical environment like a 
background and plot on which basis structuring and 
defining stories that wind along the urban topography [18]. 

The use of augmented reality is one of the services able 
to improve in a substantial way the interaction and the 
active participation of the visitor, bringing them in a 
more engaging way nearer to the narration of the place, 
superimposing the actual reality to a virtual one that 
stimulates the imagination and favors sense connections. 

Frequency 1550 [27] is a classic example of role- play 
in augmented reality, presented by Waag Society and 
realized to allow the students to get closer to the medieval 
history of the city of Amsterdam. Thanks to the use of 
smartphone devices, the visitors move in a hybrid reality 
that alternates the modern and current city with the 
faraway one of 1550. Structured as a treasure hunt, the 
students move inside the city guided by the mobile device 
looking for the solution of the story. 

Another example of cohesion of augmented reality 
and interactive narration with the use of mobile devices is 
the project AIRIS [17], developed in 2011, which puts 
together the concept of game with the visit of the city, 
calling the visitor to participate into the discovery of the 
place and its history through fluid and competitive 
modalities that amplify the curiosity and facilitate the 
access to knowledge heritage, connecting real space and 
game space. The user is guided inside a physical space 
that can be more or less extended: an entire city or even 
only one part of it, a museum, a room, a castle, etc. 

In order to identify a personalized story, suitable for 
the needs of large masses of visitors and tourists, our 
work has been aimed at the definition of appropriate 
models and solutions of fruition that make the visit 
experience more appealing and immersive. In particular, 
there is the realization of technological solutions for the 
modulation of information depending on the users and 
their characteristics, through techniques of dynamic 
profiling and solutions for the generation of narrative 
contents coherent with the experiential mission of the 
visit.In fact, on the basis of the social behavior of each user, 
of their own interests and contextual information, it has 
been realized an ontological model, in order to elaborate 
the obtained data and propose a personalized story of 
the user, including a series of information about the place 
where they are and about the places they can visit. 

 

 

3. Motivating example 

 
In this section, we describe a typical example of use 

of Digital Storytelling in the field of Cultural Heritage 
and Tourism in order to understand to the best the main 
characteristics and purposes of the proposed system. 

The idea is to support the tourist in order to give them, 
in an automatic way, a tailor-made story that contains  
information  about  the  reached  place  and suggestions 
about places to visit according to their own interests, 
obtained through their own and their friends’ likes and 
tags, taken from the social networks. 

Therefore, the system will have to give a 
personalized story that includes: 

• information about the visited place (main 
characteristics, historical news, etc.); 

• specific points of interest and events for the user, 
filtered for category, with multimedia deepening about each 
point; 

• contextual services for the user; 
• experiences lived by other users. 
For this, we want to realize a system of dynamic and 

contextual digital storytelling that is able to collect and 
elaborate information and social contents about the users 
giving them a personalized story about the place that they 
are visiting. 

Let us consider now a practical example. Frank is a 
tourist who arrives for the first time at the harbor of 
Salerno, in Campania (Italy), to spend some days on 
holiday. Through the realized application, he will be able 
to obtain immediately a story about the town he wants to 
visit, enriched by the tourist attractions of that place. 
Gathering his geographical position, the system will get 
from the Web all necessary information and will show 
them to the user who will not have to worry about finding 
them manually. After this first phase, Frank will be able to 
decide to make the login using his own Facebook 
credentials. The system initially will calculate, according 
to an analysis of the likes of the  same  user and of his 
friends, all the typologies of interest and so will be able 
to further enrich the story through those resources whose 
categories correspond to the calculated user’s profile. 
Subsequently, on the basis of an analysis of the tagged 
places, the system will suggest mainly those places 
previously visited by his friends, including in the narration 
their stops too. Finally, on the basis on the user’s context, 
according to his/her current position and global profile, 
the system will also suggest contextual services. 

At this point, Frank, through the ad hoc built story, will 
be able to know the history of Salerno, the points of the town 
he is mainly interested in, the surrounding places visited by 
his friends and the experiences lived by the other users, 
through a latest analysis that the system will make about 
the comments that the latter have left on TripAdvisor 
after their visits. Finally, when Frank, from inside the 
story, will select a link associated to a point of interest, he 
will have available multimedia contents and useful tools 
such as, for example, Google Maps, which will calculate 
on the map the itinerary to reach it, also on the basis of 
the means available at that moment for the user. 

 

 

 

167



4. System architecture 

 
In this section, we describe the architecture of the 

proposed system, which has the purpose to give the user 
a personalized tailor-made story, related to the place 
where they are. 

The system architecture, shown in figure 1, is 
composed by three main blocks: an adaptive-social- 
mobile and context-aware digital storytelling module, a 
data management module and a knowledge base. It is 
made up of the adaptive-social-mobile and context- aware 
digital storytelling module, divided into the search, 
elaboration and presentation submodules, which 
correspond respectively to three separate phases, which 
are fetch, decode and execute. The search submodule 
has the task of collecting the data online in order to 
give the elaboration submodule information about the 
user’s current position (for example, data from Wikipedia 
and comments of the user on TripAdvisor), the resources, 
services and events that are near them (e.g., a restaurant, a 
cinema) obtained from social networks and our 
knowledge base and the Facebook profile of the user 
and their friends. The elaboration submodule manages 
all received information and gives the presentation 
submodule the story about the town related to the 
user’s  current  position,   a  recommended  list  of 
contextual resources, services and events and places 
tagged by the user and their friends on Facebook. 

Finally, the presentation module has the task of 
proposing, as a well-structured story, all these 
personalized, adaptive  and contextual information. 
The obtained final result  is presented to the user through 
a mobile application. 

The Knowledge Base is a special type of database for 
the management of knowledge and information: it is 
continuously updated by the results obtained through 

interaction with the application and with the Data 
Management Module. The Knowledge Base is composed 
of four components: in particular, “Users”, representing all 
users of the application, “Services”, which describes all 
the services of every possible application context, 
“Resources”, which forms all the points of interest and 
“Events”, which describes all events; and finally the 
Management Module (MM), used both by the 
administrators of the app and the users themselves. This 
module deals with some important issues, including: 
POIs and events management, where the insertion can be 
done directly from map, manually or by search of interests; 
services and comments management, interacting with 
TripAdvisor, Facebook and Google API. 

In the following paragraph, all the submodules and 
the related phases of the proposed module of adaptive-
social-mobile and context-aware digital storytelling will be 
analyzed in detail. 

 
4.1 Adaptive-social-mobile and Context- 

Aware Digital Storytelling Module 

 
The adaptive-social-mobile and context-aware digital 

storytelling module, presented in detail in figure 2, 
consists of three sequential phases: fetch, where 
information of interest are collected; decode, which allows 
their interpretation and elaboration; execute, thanks to 
which the elaborated and personalized information are 
proposed. 

4.1.1. Fetch phase. The fetch phase is made up of three 

main operations: the acquisition of news about the current 

position, the research of the resources, services and 

events and the acquisition of the profile and of the user’s 

interests. 
 

Figure 1. System Architecture 
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As regards the first operation, initially it is 

gathered the position of the user through the GPS 

sensor of their mobile device: it is necessary to use a 

service of Reverse Geocoding, that is the process of 

translation of the geographical coordinates in a 

‘human-readable’ address, made available by the 

Google Maps API. 

Then, to have the description of the locality on the 

basis of the gathered position, information from 

Wikipedia have been chosen, in particular using the 

MediaWiki's RESTful web service API: an easy access 

to services, data and metadata through HTTP requests. 

Often, some coordinates of reference are 

associated to the pages of Wikipedia and our approach 

exploits this property: when you make a research of a 

page related to a village or a city, you obtain the 

nearest to the user’s coordinates. 

The story to present is then enriched with the 

experiences lived by other users, using their comments 

on TripAdvisor. 

Then, it is made the research of the resources from 

social networks and from our knowledge base. In first 

case, model uses the map method of the TripAdvisor 

API, which allows looking for attractions (museums, 

sports structures, shops, …), hotels and restaurants 

through, respectively, the map attractions, map hotels 

and map restaurant methods. In case the user does not 

have a social account, they can get the main points of 

interest of the places where they are using the 

location-mapper method of the TripAdvisor API. In 

second case, research is done from our knowledge base, 

continuously fed by users and results previously obtained 

from the web. 

Finally, for the personalization of information, it is 

exploited the third operation of the fetch phase of our 

module, whose objective is to access the social data of 

the user to get, for example, their profile, their likes, their 

events and preferred places, their friends: this happens by 

querying the knowledge base and through the use of the 

Facebook API and the analysis of some principal 

methods, such as user likes, user friends, user events and 

tagged places. 
 

4.1.2. Decode phase. The decode phase is formed by data 
elaboration and Context Dimension Tree elaboration. 
The first operation consists in the elaboration of data, in 
particular in the management of information get from 
Facebook, in the following correspondence with those of 
TripAdvisor and in the calculation for the proposition to 
the user of the resources, that is, of the geographical points 
of interest according to their own preferences. 

In particular, to determine the user’s interests, as well 
as the categories to recommend, we consider their most 
recent likes on the pages of the Social Network: to any like 
it corresponds a specific subcategory of Facebook that our 
system associates to a category of TripAdvisor; for 
example, to a like on a page related to an art gallery or a 
painter  it will correspond an occurrence of the museum 
category. 

 

 
 

Figure 2. Adaptive-social-mobile and Context-Aware Digital Storytelling 
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Through our system, it is possible to calculate the 
occurrences and get the preferred categories of interest; 
then, on the basis of the contextual approach, resources, 
services and events will be proposed to the user, within the 
personalized story. 

In fact, the resources are properly filtered and 
contextualized based on the second operation of the 
decode phase: Context Dimension Tree elaboration. 

A key element in the design of a contextual 
application and a Context-Aware System is the 
representation and management of the context itself: this 
operation is made through the Context Dimension Tree 
[16]. 

CDT is a tree composed of a triad <r; N; A> where r 
indicates its root, N is the set of nodes of which it is made 
of and A is the set of arcs joining these nodes. 

CDT is used to be able to represent, in a graphic 
form, all possible contexts that you may have within an 
application. 

Nodes present within CDT are divided into two 

categories, namely dimension nodes and concept nodes. 

A dimension node, which is graphically represented by 

the color black, is a node that describes a possible 

dimension of the application domain; a concept node, 

on the other hand, is depicted by the color white and 

represents one of the possible values that a dimension may 

assume. Each node is identified through its type and a 

label. 

The children of the root node r are all dimension 
nodes, they are called top dimension and for each of them 
there may be a sub-tree. Leaf nodes, instead, must be 
concept nodes. A dimension node can have, as children, 
only concept nodes and, similarly, a concept node can 

have, as children, only dimension nodes. 
In addition to nodes, you can use other elements: the 

parameters, which may arise both from a dimension 
node (graphically represented by a white square) and 
from a concept node (white triangle), submitting them 
to particular constraints. In fact, a concept node can 
have more than one parameter, while a dimension node 
can have only a parameter and only in case it has not 
already children nodes. The introduction of parameters is 
due to their usefulness in shaping the characteristics that 
can have an infinite or very high number of attributes. For 
example, a node representing Cost dimension risks 
having a high number of values that should be specified 
by as many concept children nodes. In a similar case, it 
is therefore preferred to use only one parameter, whose 
value will be specified in each case. Leaf nodes, in 
addition to concept nodes, can also be parameters. 

In general, each node has a parameter corresponding 
to a domain, dom(nP). For parameter nodes connected to 
concept nodes, the domain can be a set of key values from 
a relational database, while in case of parameter nodes 
connected to dimension nodes, the domain is a set of 
possible concept nodes of dimension. 

In figure 3, it is shown a general designed CDT, 
called Meta CDT, which is the starting point for the 
design of a specific CDT that can be exploited in 
contextual applications. 

You may note six top dimensions, which correspond 
to the questions of the 5W1H method: Location 
(WHERE), Role (WHO), Time (WHEN), Situation 
(HOW), Interests (WHAT) and Utilization (WHY). 

In particular, there are two types of users and 
eleven categories of interests. 

 

 

Figure 3. Meta CDT for contextual applications 
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A context element is defined as an assignment 
d_namei = value, where d_namei indicates a possible size 
or undersize of CDT (it is the label of a dimension node), 
while value may represent the label of one of the concept 
nodes that are children of the considered dimension node 
or the value of a parameter referring to one of these 
concept nodes or the value of a parameter referring to the 
considered dimension node. For example, these 
assignments are possible context elements: Interest = 
tourism, Location = LocationID (ID = 3), Role = user, 
Utilization = holiday. 
A context is specified as: ˄ (d_namei = value). 
It is defined as an “and” among different context 
elements. 
Several context elements, combined with each other by 
means of an “and”, damage, therefore, the origin of a 
context. 

For example, a possible framework that can be 
obtained from the previously seen CDT, through the 
context element that we have listed, is: 

C = (Location = locationID (ID=3)) ˄ (Role= user 
(ID=15)) ˄ (Time = now) ˄ (Situation = routine) ˄ 

(Interest = tourism) ˄ (Utilization = holiday) 
The context is defined as a user, interested in tourism, who 
uses the contextual app on vacation, in a called place. 

Therefore, through the Context Dimension Tree, it is 
possible, after analyzing the domain of application, to 
express the size characteristics and values they can take in 
a graphical way by, respectively, dimension nodes and 
concept nodes or parameters.  

The assignment to a dimension of one of its possible 
values is a context element. The context element can 
be considered the main feature of the application, by 
which a context can be decomposed. The moment you 
make the formulation of the context, you must specify all 
the context elements that are part of it and that enable its 
creation. Any context is expressible by an “and” 
combination of the context elements to which they are 
peculiar. 

By definition, you can begin to understand how you 
will create views based on data relating to each context; 
in fact, they will be built starting from the portions of 
the database and then from the partial views, associated 
to the context element that takes part into context 
information. 

The Context Dimension Tree elaboration is 
composed of methodologies and phases to obtain 
contextual service.  

The methodology, shown in figure 4, has been 
realized in order to manage the database and to carry out 
reductions of their content based on the context. 

The purpose is to help the designer in the definition 
of all contexts relevant to the considered application 
and, later, in the association to each context of the 
portion of the database containing the relevant data about 
the context. The methodology consists of three main 
phases, which we will see in detail later: design phase of 
the Context Dimension Tree (CDT), definition phase of 
partial views and composition phase of global views. 

1. Design phase of the Context Tree: in this phase, 
the Context Dimension Tree is designed to identify 
significant context elements for the considered 
application. In fact, it focuses on the definition of 
contexts and on the elements that compose them. These 
contexts must be identified and shaped, indicating 
particular elements that characterize each of them. As it 
has been said, it is available a special tool called 
Context Dimension Tree (CDT) to make context design. 
Three CDT were made for specific environments in order 
to represent and manage a multitude of different contexts 
and in order to identify, represent, preserve and make 
available cultural points for each type of user. 

2. Definition phase of partial views: after the 
definition of all the contexts and their context 
elements, in this step a different portion of the database 
is associated to each context element, containing the 
relevant data for it. 
In practice, the goal is to find the appropriate value for a 
given dimension, in order to obtain, by means of the values 
of all the dimensions, a valid query and specific to the 
context in which the user is located. 
A partial view could be related to dimension “Role”: once 
logged in, the application is able to recognize the user and 
to know more precisely whether he/she is, for example in 
tourist areas, a resident or a tourist. Thus, the value 
“tourist” of dimension “Role” is a partial view for the 
current context: using this knowledge, you can exclude 
certain services, not suitable or useful to the tourist role. 

3. Composition phase of global views: this is the 
phase where you have the automatic generation of 
views associated with each context, which is made 
starting from partial views associated with context 
elements. After the creation of the global views of the 
contexts, the answers to questions that will be asked to 
the system will be developed from these views and, in 
particular, from the view associated with the context in 
which you are located when the query is performed. 

In particular, once defined the values for each 
dimension, you can use all the information obtained in 
order to identify the right context and offer data and 
services customized for the user. 

It is assumed the example of a tourist who is 
walking near a beach who gets initially a notification of 
his/her proximity. Later, he/she needs to deepen such 
notification. Therefore, it will propose him/her services 
that they might be interested in, such as the site of the 
nearest beach, where he/she can get the price list. 

 

4.1.3. Execute phase. The third phase of the process, 
execute, is based on the presentation of contextualized and 
personalized information: therefore, the result shows 
itself like a well-organized story that presents a general 
introduction about the place reached by the user, 
enriched with the experiences shared by other users, a 
list of the main suggested attractions and information 
about the near places visited by the friends. 
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Figure 4. General System Workflow 
 

Now, consider an example about a user called 

Matthew who puts some likes on social pages 

associated to typologies of interests: for example, 

school, university, library, pizza and Italian food. Each 

typology of interest represents a category: culture for 

school, university and library, restaurant for pizza and 

Italian food. 

On the basis on this information and the data 

obtained on the Knowledge Base and on the web, our 

system determines the user's context, identifying the most 

appropriate resources, services and events, on the basis 

primarily of the profile and the user's location. 

 

5. An adaptive Digital Storytelling App 

 
In this section, we are going to present the planned and 

implemented app according to what previously 
described. The system is made available to the user 
through a hybrid mobile application, which allows an high 
level of personalization proposing a digital story that 
includes a series of tailor-made information, among 
which the suggestion of places of interest according  to  

their  current  position  and  their  own social profile.  
When the user starts the app, if they do not have a 

Facebook account or have not logged in yet, they receive 
some information about the place where they are and the 
main points of interest that they can see on the map and 
reach through a navigator on the device. Once effectuated 
the login, the system proposes to the user a personalized 
story, which includes, this time, in addition to information 
about the place, also points of interest tailor-made suggested 
to the user, depending on their interests get form 
Facebook, and suggestions about near places that they have 
visited. For each of these elements it is possible to visualize 
the rating, the address, the distance from the current 
position, the preview of the users’ last comments and the 
related web page of TripAdvisor. Furthermore, user has 
available contextualized services and events. Finally, if 
some of the user’s Facebook friends have been near the 
current place, the system communicates when and what 
they have visited. 

The screenshots of the application are presented in 
figure 5, the platform of Data Management Module is 
shown in figure 6. 
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Figure 5. Screenshots of the application 

 
 

 
Figure 6. Platform of Data Management Module 

 

5.1. Experimental Results 
 

Now, we are going to present the conducted analysis, 
using the realized App, to understand the influence on 
the user experience of the proposed digital storytelling 
model. 

The 40 participants, recruited by invitation, are 
above all students or university professors and do not know 
the subject of the study. All live in different towns, in 
Italy or abroad, are between 18 and 57 years old, are 
registered to Facebook and have an Android or Apple 
mobile device. The experimental phase is based on the 
storytelling model evaluation. Initially, the App has been 
distributed and installed by all the participants, to whom it 
has been requested to log in with Facebook credentials. 

After having interacted for some days with the 
application, the participants have then answered on the 
basis of the Likert scale to seven statements: (1) the 
system gives right information about the narration of the 
place; (2) the system has included in my profile the 
categories I am mainly interested in; (3) it has proposed 
me points of interest and events I am mainly interested in; 
(4) the experience of friends and other users has been 
useful for  me; (5) the system has suggested me tailored 
services; (6) the system is immediate and user-friendly; 
(7) the narration has been exhaustive through a 
personalized guide. 

Table 1 presents a synthesis of the answers of the 
participants to each declaration. 

 
Table 1. Experimental results 

As shown in this table, of the 40 participants who 
have interacted with the application, many agree and/or 
strongly agree that the system gives appropriate 
information about the place, supplies the resources of 
interest depending on their preferences and the final 
narration results complete and pertinent. Instead, only in 
few cases, the participants do not are particularly 
satisfied. 

 

6. Conclusions 

 
In this paper, it has been introduced an original 

approach to digital storytelling. In particular, the 
proposed system is based on the adaptive, social and 
mobile approaches, using a contextual model with the 
purpose to create a dynamic digital storytelling system able 
to collect and elaborate information and social contents 
about the user giving them a personalized story 
concerning the place they are visiting. It has been 
studied a real case developing a mobile application. 
The obtained results of the experimental campaign are 
satisfying and show the good potentialities of this kind 
of approach. The future developers can predict a 
greater integration of the system with new 
heterogeneous information sources, in order to  obtain a 
more and more detailed and personalized final story. 
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Abstract

Version control systems (VCS) are widely-used in the
software industry. They provide a powerful, collaborative
framework that allows software engineers to work together
effectively. VCS allow users to track changes and merge
ongoing work into concurrently evolving software projects.
Distributed VCS such as Git, allow a great degree of flexi-
bility, and provide powerful options for managing personal
code and evolving collaborative content. Power incurs re-
sponsibility, and introducing collaborative coding and ver-
sion control tools to new developers can create many chal-
lenges. Yet these tools, once mastered, are crucial skills for
professional developers. In this paper, the authors introduce
VCS to computer science students both in a custom environ-
ment specifically designed to support new developers and
in a commercially-available native environment suitable for
more experienced students. Results show that proper intro-
duction of these powerful tools can make early exposure a
positive and valued experience.

Keywords. collaborative systems, computer science edu-
cation, education technology, pedagogy, profession-based
learning, scaffolding, version control, visual language

1 Introduction

Computer science courses aim to prepare students to
think computationally and apply their thinking in a prac-
tical way. Many powerful tools and techniques are being
developed in both academia and industry to assist with the
practical application of computer science and software en-
gineering. Incorporating a variety of these useful elements
into a crowded curriculum can be challenging, but also in-
creasingly valuable, both for the benefits it offers graduates
in early employment, as well as in the way these tools and
techniques can be used to enhance the immediate educa-

tional experience. One tool that has developed to be nearly
ubiquitous in industry is the application of advanced ver-
sion control systems (VCS). In industry and in its prequel,
project-based learning, development projects require col-
laboration between teams of developers to effectively and
efficiently create software that addresses real-world needs.
Application of VCS and the associated mastery of these sys-
tems facilitates teamwork, collaboration, and effective and
enjoyable creation of significant and useful software.

VCS and other professional tools are often introduced
later in the educational curriculum, possibly in a software
engineering course, generally a second-year or later course,
and may not be reinforced through repetition and applica-
tion in later classes. This is unfortunate, because powerful
tools such as VCS can also be difficult for new users and
especially those new to programming and software in gen-
eral. The power and flexibility of new distributed VCS can
make them especially challenging, unfriendly, and distract-
ing for students already fully engaged in developing core
competencies required in the computer science curriculum.

This paper, in conjunction with concurrent research [1],
is an investigation into better approaches to introduce ver-
sion control into pedagogy. For novice, less experienced
students, we propose introducing these powerful version
control tools by providing facilitative scaffolding in the
form of a simple, consistent, visual language, that supports
students during their introduction and initial exposure to
VCS. For more advanced students, who may still be en-
tirely or mostly unfamiliar with VCS, we propose a series of
short, simple tasks to progressively integrate version control
while working in a native environment.

2 Background and Related Work

In this paper, we build on research in instructional tech-
nology and pedagogy, in visual languages, in collaborative
frameworks, systems, and learning, and on prior work on
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the introduction of version control systems in the computer
science curriculum.

2.1 Instructional Technology and Pedagogy

Software engineering and development can be challeng-
ing; a variety of pedagogical approaches have been de-
veloped to assist with the learning process [2]. One pop-
ular technique is called scaffolding, designed specifically
to support novices as they increasingly master challenging
tasks [3]. As the novice gains proficiency, scaffolding sup-
ports are progressively removed through a process called
fading. This continues until the supports are no longer
needed. In this paper, we propose approaches for assisting
students as they gain exposure and mastery with VCS and
propose two approaches that allow VCS to be efficiently
and effectively integrated into the learning process.

2.2 Visual Languages

Visual languages continue to grow in importance; the
success of visual languages is evident in the proliferation
of iconic-based languages on smart phones [4]. Such sys-
tems need to be able to reach non-expert users as intuitively
as possible, and as multimedia applications continue to de-
velop and expand, we expect visual language systems, both
special- and general-purpose, to continue to grow in impor-
tance, both as the subjects of theoretical research and in ac-
tual practice [5].

2.3 Collaborative Frameworks, Systems, and
Learning

Current trends in education include the integration of on-
line, hybrid, and collaborative learning environments [6, 7].
Modern collaborative environments in higher education are
responding to many of the same opportunities as industry,
including the increasing application of smart technologies,
such as cloud computing for software distribution and usage
and the adoption of collaborative paradigms and environ-
ments that leverage the work of student teams just as they do
software development teams in industry [6]. In profession-
based learning and outcomes-based education, collabora-
tion is both a teaching strategy and a learning outcome; in
both public institutions and large organizations, the ability
to work together is critical to successful software engineer-
ing [8, 9]. The application of Computer Supported Collab-
orative Learning (CSCL) to software engineering has been
the subject of recent research, including versioning systems
with positive results [10].

2.4 Version Control in Education

For over ten years, educators have employed a variety of
VCS to promote collaboration and support student engage-
ment in the classroom [11] and Git, specifically, has been
the focus of current research and used to help students work
collaboratively and receive instructor feedback [12, 13].

Widely-employed in professional software development,
these powerful systems offer considerable benefits to edu-
cators, but adoption continues to suffer from the percep-
tion that VCS are difficult, time-consuming, or could dis-
tract from the core content of the course [14, 15]. Recent
research recommends VCS integration throughout the cur-
riculum, in a continuous and gradual manner [15].

Hosting solutions such as Bitbucket and GitHub offer
special packages for students that include unlimited free pri-
vate repositories and other benefits. To support educational
users, GitHub created GitHub Classroom, a set of utilities
on top of its hosting service that automates the creation of
repositories and associated permissions. GitHub Classroom
supports teachers by allowing projects to be assigned in var-
ious ways with various degrees of visibility to other students
in the class. It integrates with Continuous Integration tools,
allowing unit tests to be run on assignment submission and
enables auto-grading in a consistent manner. Use of Bit-
bucket, GitHub, and GitHub Classroom requires students to
create and use their own student accounts.

3 GitSubmit: A Custom Environment for In-
troducing VCS to Novice Developers

GitHub Education and GitHub Classroom are powerful,
well-designed tools that enable the instructor to automate
the creation of assignment repositories and provide feed-
back to students. However, these tools do not simplify
students’ interaction with the submission system; students
must use their tool of choice to interact with the system.
This can be overwhelming to students just learning to pro-
gram and develop software. Developing software to solve
problems requires a form of thinking foreign to many stu-
dents of programming, and they are constantly being intro-
duced to new tools such as IDEs and compilers. Submis-
sion systems designed for other kinds of assignments (such
as essays or worksheets) are not ideal, but are used because
they are in place and familiar to the students.

GitSubmit is an attempt to provide an interface to stu-
dents that is simple, requires little to no interaction from
an “administrative” standpoint, and is secure (and preserves
academic integrity). Unless a student wants to further in-
teract with GitLab, the only required interaction is chang-
ing their account password from the default. GitSubmit is
built around a self-hosted GitLab [16], an open source Git
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hosting solution that allows accounts to be created with the
students’ campus usernames during course creation.

3.1 Student Interaction with GitSubmit

GitSubmit does not require the student to install any soft-
ware (including Git); it is a packaged Python executable that
contains all required functionality, including ssh, authenti-
cation, and Git commands. After being greeted on first load
by a simple configuration window (Figure 1) where they
specify their username, password, and a place to put all of
the assignments it checks out, the student sees the assign-
ment window as shown in Figure 2. The students can se-
lect an assignment to work on by selecting the semester and
class from the tree-based menu on the left hand side of the
application. They begin a project by selecting the assign-
ment, then clicking the button circled in Figure 2 (which
maps to a combination of git pull and git clone,
depending on whether the assignment has already been
started). Upon doing so, they see the project has been down-
loaded as in Figure 3.

Figure 1: Configuring Gitsubmit

A student working on a project writes their code in the
project directory, selects modified and new files in the “Un-
staged Changes” window, then clicks the arrow between the
Unstaged and Staged Changes windows (see Figure 4). This
button maps to git add. After all required changes are
added to the Staged Changes pane, the student writes a brief
commit message in the box, then selects the right-most ar-
row (git commit) to commit their code. At this point,
the student sees something similar to Figure 5; all that re-
mains is to push the upload button (circled in Figure 5),
which will perform a git push operation, and sync the
code to the central repository. The green checkmark icon in
the commit window will appear next to the top-most com-
mit, signifying that it is the version of the code that will
be accessed by the grader (or whoever does the next pull,
such as a partner).

To improve security and streamline the submission pro-
cess, the student’s password is not saved; it is used only
once when the program is first run. The password is used to
obtain a token that allows the interface to authenticate to the
GitLab API as the user without a password. Additionally,
when a student logs in for a first time from a computer, a
new SSH key is generated and used for all Git operations,
specifically push, pull, and clone. In this way, no pass-
words are saved, and if the student loses their computer, ac-
cess can be revoked by removing the SSH key from their
account.

3.2 Instructor/TA Interaction with GitSubmit

Just as the students have a simplified interface for inter-
acting with the submission system, the instructor interface
is designed to automate much of the tediousness behind cre-
ating classes and assignments. The instructors, TAs, and
graders are required to install Git and have it on their PATH
so the interface can access it; this is because there are cer-
tain advanced features that are much more reliable using
the standard Git client. The added setup complexity of the
instructor’s interface is worth it for the powerful features
GitSubmit provides.

When the teacher wants to start a new class, they open
the instructor interface, where they must provide informa-
tion such as the semester, year, and a CSV containing a
course roster. The instructor interface uses the CSV to en-
sure that all students have accounts on the system; if a stu-
dent in the class does not exist in GitLab, the student’s user
is created using their email address as their username and
a default password. The interface creates a GitLab group
with teacher as the owner, and a specially formatted group
name that will be used to populate the lists of courses and
semesters for both instructors and students. Students are not
added to this group, as it would allow them to view each
other’s assignments, but graders and TAs are added to the
group so they have access to every students’ submissions.
The course roster is stored as a Git repository within the
group.

To add an assignment, the teacher navigates to the “Add
Assignment” tab, selects the course from the list (which
is populated by using the list of groups the teacher is an
owner of), provides an assignment name, and either a
project description (in Markdown), or a skeleton directory
(which is useful for distributing tests or boilerplate code).
Optionally, they may also provide a comma-separated
values (CSV) file containing groups. The interface creates
a repository for each user (or group) with the name format
<lname><finitial>_<assignment_name> (ex-
ample: eloen_lab11) on the GitLab server, adds the
student as a developer on the repository (so they do not
have permission to change visibility to other students), and
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Figure 2: The Gitsubmit main window (project download button circled in red)

Figure 3: A successfully downloaded project

Figure 4: Committing your code.
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Figure 5: Finishing up.

pushes the base repository (skeleton directory or description
.md) to GitLab. Additionally, the interface creates a single
repository containing all student assignment repositories as
Git submodules (for more information on Git submodules,
see Chapter 7 Section 11 in [17]). This enables whoever
is grading an assignment to clone a single repository,
then get the newest version of all submissions by running
git submodule update --init --recursive;
git submodule foreach git pull origin
master.

3.3 Submission Workflow in GitSubmit

The interactions above correspond directly to the normal
academic submission process; to assign work to students,
a teacher must write the assignment description, distribute
it to students, and collect and grade the final submissions.
Using GitSubmit, the instructor formats the assignment de-
scription (or project skeleton), and distributes it to students
using the “Add Assignment” functionality of the instructor
interface. Students then use the GitSubmit student interface
to retrieve the assignment description and complete the as-
signment. A student can then submit his or her work by
pushing to the Gitlab server (most submissions require ei-
ther uploading to a digital dropbox or handing physical pa-
per to the instructor). Collection of the submissions is done
using the git submodule commands to pull the latest
versions of each student’s work. The individual grading the
work can then grade as they normally would. Feedback be-
yond a final grade can be provided to students using Gitlab’s
comment infrastructure, which allows people to leave com-
ments and questions associated with individual lines of code
(a level of clarity one can not always achieve when using
traditional learning management system (LMS) submission
capabilities).

GitSubmit has the potential to vastly streamline the pro-
cess of assignment submission beyond what has been im-
plemented thus far. Because collecting submissions can be
done with two simple commands, enforcing strict deadlines

can be done using a task scheduler or a cron job. Addition-
ally, instructors can take advantage of Gitlab’s webhooks
(and Git’s pre- and post-commit hooks) to automate objec-
tive evaluation of assignments using a Continuous Integra-
tion (CI) server. Automated application of CI, static code
analysis tools, and automated testing can help identify in-
correctness and assess a variety of “soft” programming el-
ements, such as adherence to coding standards. Any time
savings due to such automation may allow graders to spend
more time reviewing submissions at a higher level of judge-
ment and which allows graders to spend more time evaluat-
ing student submissions on higher levels of code quality and
enable teachers and teaching assistants to spend more time
identifying areas for individual assistance and working with
struggling students.

4 Native Git: A Gentle Introduction for Up-
per Level Courses

Higher-level students may be several years past their
bachelor’s degrees with several years of work experience.
However, it is not unusual for these students to primarily
be working as independent developers and have little or no
experience with version control systems.

The goal for these more independent and experienced
students is to introduce them to version control in a positive
way and encourage them to incorporate it into their personal
workflow. If we are successful, the hope is that the students
will independently choose native solutions for subsequent
projects and be better prepared for industry opportunities
that involve coding on a professional team.

To this end, Git was introduced over a series of assign-
ments by integrating version control into a series of assign-
ments in an upper-level course focusing on ASP.NET Core.
Bitbucket was selected as the native hosting platform be-
cause its student program at the time was the only one to
offer free, unlimited private repositories for students and
faculty, a feature the authors have greatly appreciated and
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employed.

4.1 Getting Started

The initial assignment was conducted in a shared discus-
sion forum, Get Started with Bitbucket.

1. Go to the Bitbucket Cloud Documentation Home [19].

2. Under Get started, click Create an account and follow the
steps to create a personal account with your university email.

3. Under Get started, click Set up version control and follow
the steps to Set up Git and Install Git for Windows (use the
installation defaults). In Step 4, configure your user.name
and in Step 5, configure your email.

4. You may also do Step 2 if you like; it is helpful, but not
required.

5. When successful, reply with a subject of Team x - Your Name
- Success and how long the assignment took.

6. Include a screenshot of a git bash command window running
on your laptop.

The otherwise unsupported assignment was consistently
completed independently and in under 10 minutes.

4.2 Personal Repositories

To introduce students to personal software repositories,
students created a repository and pushed their final assign-
ment submission code to their new repository.

1. Complete the assigned project.

2. Create a new private repository with the same name.

3. Commit and push your code up to your private repository.

Again, the additional time required was very little—and
aside from simple directions, little lecture or other class-
room time was required. At this time, only Git was re-
quired (most students used Git for Windows). TortoiseGit
was recommended, but students were encouraged to explore
(and report on) their experiences with other tools. Students
reported positive experiences with SourceTree, Git Bash
(command line), and the integrated Git in Microsoft’s Vi-
sual Studio.

Git was incorporated into several other personal assign-
ments and the students were assigned a discussion forum to
comment on and share their experiences. Students shared
resources and worked together to learn, teach, educate, and
persuade others to explore various approaches.

4.3 Full Collaboration

Version control is useful for personal projects, but ad-
ditional benefits occur in collaborative projects. After sev-
eral personal assignments and shared discussion forums, we

were ready to introduce collaboration. At this point, we
would have 36 students adding code to a shared applica-
tion. As experienced developers may know, adding files to
a common code base introduces a variety of common situ-
ations including: Added, but missing code files, code con-
flicts, disappearing edits, and complicated merges.

When code files are completely separate from others,
problems are minimal. However, when multiple users edit
the same code file—especially on or near the same lines of
code, the problems become more challenging.

We introduced both situations by having the students add
a top-level menu item for each team. Each team menu item
had a sub-menu item for each student taking the user to their
own profile page with custom images, css, styles, and ap-
pearances. Student-specific pages of course, created min-
imal conflicts (except sometimes for over-zealous styling),
and the shared menu pages created a small, but targeted lo-
cation to address the more complex issues associated with
mutually-edited lively-evolving entities, or melees.

This assignment focused on Creating Views (and work-
ing collaboratively with a large project team).

1. Clone the code from the reference project.

2. Right-click on your projects folder and select Git Bash Here.
Type the provided URL and hit Enter.

3. In Windows Explorer, right-click on the new solution file to
open the project in Visual Studio.

4. When you run the program, more information about this
project will show up on the opening page.

5. Add one top-level menu item for each team. Each developer
will have their own menu item under their team (with their
own menu item, controller action, and view).

6. Add yourself to the menu so users can access your page.

7. Add an action method to the associated controller.

8. Add a view to be returned as your action response.

9. Display any (school-appropriate) content you like on your
personal page.

10. See examples under the Teams menu option to get started.

11. First, make a small change and then commit your code back
into the master branch and push it to the repo. Start with a
change to the README.md if you want to be safe.

12. Remember to add any new files (e.g., if you included im-
ages) before committing your code to your local repository
and pushing to the shared master branch.

13. Don’t break the build; code can be committed in a partial
state but it must compile when you commit.

14. Commit and push small changes. Everyone will be adding
their name to the next slot and you could have terrible prob-
lems with merging if you don’t (a) pull the newest version
(b) commit and push your menu changes quickly.

15. Pull new code frequently; the project will be changing
quickly as many team members work on a short deadline.
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16. Your goal should be to have at least your name added to the
menu by the end of our class period tomorrow.

Additional experiences were included throughout the
course, but this assignment provided a realistic, or perhaps,
even more challenging experience than the typical introduc-
tion to Git.

Results from these series of small steps to introduce Git
in the native environment for students new to version con-
trol are provided in the results section.

5 Evaluating the Introduction of Version
Control

Student response to both approaches was measured with
a survey. Response to the incremental native introduction of
git was given to and completed by 36 students in a graduate-
level applied computer science web applications course us-
ing ASP.NET 5 (now ASP.NET Core 1.0), MVC 6, and En-
tity Framework 7. Students varied in programming ability
and exposure to version control. Response to the lessons
using GitSubmit was given to a smaller class of undergrad-
uate students in a second-year course for new programmers
working on their Bachelors of Computer Science. Students
were primarily novices in both programming and version
control. Five of eleven students completed a preliminary
survey; three of these five completed a later version as well.

Students learning Git in a native environment were gen-
erally older; all were over 21 and 31% were over 25. 16 of
36 were in their first year of graduate school and 16 were
in their second year. 11% were in their third year. Nine
participants (25%) were female. Twenty (55%) are first-
generation college students.

Students learning git with GitSubmit were generally
younger; all were under 25 and three of the five were un-
der 21. Two were juniors and three were seniors. All were
male. One was a first-generation college student.

6 Results

Responses to both approaches were positive. On a
6-point Likert scale, students most commonly agreed or
strongly agreed with statements such as the process was
easy to use. For scoring, the following values were used 1.

No answer 1
Strongly disagree 2
Disagree 3
Neutral 4
Agree 5
Strongly agree 6

1Given prior experience, we did not anticipate the extent to which the
responses would be positive. In later surveys, we may expand the scale to
allow more discernment between positive responses.

Student response to the seven general reaction statements
below are shown in Figure 6.

1 The process will be applicable to my intended
profession.

2 I would recommend this process.
3 I would like to use this process on future as-

signments.
4 I view this process in a positive light.
5 The process was convenient and an efficient use

of time.
6 The process was easy to use.
7 The process distracted from core content and

my intended learning.

Figure 6: Student response to version control introduction.

Students using GitSubmit to submit their assignments
preferred it to the current submission process in our exist-
ing LMS and recommended that we propose the process to
classes outside computer science. Open-ended comments
included:

- Much more reliable and easier to use compared to [our
current LMS].

- Keeps track of versions of your work and has the ability
to update your work (for revisions and such).

- The layout is very logical, especially if you have used
version control software before.

- It was quick to get all assignments at once.

- Easy to grab since it is on my desktop.

- I think this program is a fantastic idea, a great solution
to the clumsy [current LMS], and I’m sure that it would
be useful in many other departments.

- It’s better overall than [our current LMS].

Students working with the incremental native lessons
provided many comments about things they liked; 35 of 36
students provided open-ended feedback:
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- It was very helpful in collaborating on a project.

- Collaboration work can be done easily 2.

- Can work on the section of the project individually and
collate the work with the team.

- Merging and stashing.

- Code merging between team members working on dif-
ferent modules.

- Easy to commit the code and use it by all.

- Easy commands to clone and pull.

- You don’t have to keep track of all the changes your
teammate made in his version.

- Easy to clone the project by using GitBash Here.

- Branching and merging are easy.

- Workflow is flexible.

- Good process for learning how to keep a track of your
work in the project.

- Maintaining the code at one place.

- Git was quite easy and it would show all the commands
to do for pushing and pulling the code.

- Share the code between team members.

- Process was easy for initial setup as well as in long
run.

- It is easy when working on a project. Everyone can
work together on the code.

- Helps greatly in collaborating to continue the work-
flow.

- Easy to share code and keep teammates updated

- Getting acquainted with command line interface.

- It is easy to share code and work on it; [whenever] we
need we can easily work on code.

- It helps in sharing knowledge and also to complete
projects.

- Fast and progress can be seen.

- Easy to use.

- I have never tried other tools for the same purpose but
the Git looks pretty much easy and efficient.

28 students offered a comment when asked what they
disliked. Sixteen of those students mentioned merge con-
flicts as their only dislike. Others mentioned initial difficul-
ties, It was a bit difficult to learn in the start but it made col-
laboration much easier as I got to know it and a couple each
mentioned difficulties learning commands and synchroniz-
ing with the servers.

2Ease of collaboration mentioned in 8 responses

7 Conclusions

This paper demonstrates the introduction of version con-
trol to novice students in two ways, first through a scaf-
folded process for those new to both coding and version
control and secondly through an incremental process in the
native environment for those with some coding experience.
The most troubles for native users came from learning com-
mands, understanding the synchronization with the servers,
and dealing with merge conflicts, all areas in which Git-
Submit provides scaffolding support. Results were positive
with students finding version control both very applicable
to their profession and, perhaps more surprising for first ex-
periences with Git, easy, useful, and enjoyable to use.

From the initial tests, it appears that GitSubmit may push
positive scores to an even higher level. We will continue to
develop and extend the integration of Git—via GitSubmit
and later via the native environments—into our computer
science curriculum.

Further work includes integration and testing of GitSub-
mit in additional introductory computer science programs
at two universities. Concurrently, additional definitions are
being added to the associated visual language and the devel-
opment of additional tools for instructor support for manag-
ing and grading large numbers of coding assignments will
continue. The progressive lessons will be extended to in-
corporate additional alternatives such as SourceTree and
GitHub Desktop, additional work with native environments
including the Git Bash command line, and the further de-
velopment and testing of GitSubmit. Development of a
reusable library of progressive version control assignments
will continue, expanding the library to provide set of short,
flexible lessons that can be integrated across a variety of
existing courses.
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Abstract— This paper mainly discusses the performance 

degradation assessment of train rolling bearings under 

incomplete data, by using the support vector data description 

(SVDD) and dynamic particle swarm optimization (DPSO).The 

proposed method is based on the similarity weight for the 

assessment of the train rolling bearings under incomplete data. 

Firstly, to obtain effective features of bearing performance 

degradation from collected vibration data, the local mean 

decomposition (LMD) is employed to decompose the vibration 

data. Secondly, the high-dimensionality of features is reduced by 

the principal component analysis (PCA). And then, on the basis 

of choosing the kernel parameter and penalty weight, a 

degradation method based on SVDD is proposed. Finally, the 

experimental results verified that the proposed method has a 

better optimization performance than the traditional method and 

can assess the performance degradation of train rolling bearings 

under incomplete data. 

Keywords- rolling bearings; performance degradation 

assessment; support vector; particle swarm optimization. 

I. INTRODUCTION 

Rolling bearing contributes to a significant portion of train 

operation. It is a kind of rotating machinery part which is huge 

in quantity and has complex coupling relationship with other 

parts. Its working status is directly related to the operation 

safety of the whole vehicle and has a very important influence 

on the stable and efficient operation of the train[1]. However, 

under the harsh circumstance of high speed, heavy load, the 

working face of the train bearing is very easy to wear, crack or 

emerge indentation  even rupture due to the repeated action of 

contact stress. According to statistics, only 10%~20% of  train 

rolling bearings can reach the designed life[2]. Therefore, 

timely and accurate assessment of rolling bearing performance 

degradation can provide theoretical basis for health 

management and prediction key components of the train so as 

to reduce the rate of train failure and promote the active 

protection of the safety of the train operation. 

At present, researches of the train rolling bearing are 

mainly about the condition monitoring and fault diagnosis. 

Most of the research results aim to complete the identification 

and state identification of fault types and the identification 

results mostly aim at a single time point while ignoring the 

slight and long-term characteristics of the performance 

degradation of bearings[3-5] . Therefore, this paper aims at 

operation data under normal state of the train bearings and 

discuss performance degradation assessment . 

The concept of equipment performance degradation was 

proposed by Jay Lee[6] in 1970s, mainly including two aspects: 

feature extraction, performance degradation  assessment. At 

present, in the research of rolling bearings, the above two 

aspects have been widely studied by many scholars both at 

home and abroad. In aspects of feature extraction, Fourier 

analysis, Wigner-Ville distribution, wavelet transform, 

Hilbert-Huang Transform (HHT) and other time-frequency 

analysis methods have been proposed[7-10]. In the evaluation of 

performance degradation there are three main methods based 

on statistical theory, artificial intelligence and models[11-14]. On 

the basis of above research results, this paper summarizes the 

characteristics of the performance degradation of the train 

bearing. Based on the feature extraction, the performance 

degradation evaluation method is proposed based on the 

support vector data description (SVDD) and dynamic particle 

swarm optimization (DPSO). 

II. EXTRACTION BASED ON THELMDAND PCA 

In order to provide basic data for the performance 

degradation assessment of the third section of this paper, the 

whole feature extraction process of the train rolling bearing is 

required. Performance degradation assessment focuses on the 

judgment of the whole process of equipment performance 

degradation and the description of the dynamic performance of 

the equipment. Therefore, the feature extraction method needs 

to satisfy: Keep relatively complete vibration information to 

facilitate monitoring of the comprehensive state of the whole 

aspect of the device. The extracted features have high 

sensitivity, which can reflect the early abnormal state of the 

equipment. The extracted features can distinguish the degree 
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of degradation to identify the degraded state. For these reasons, 

based on the original data of vibration, the vibration data are 

segmented and local mean decomposition(LMD) is performed 

firstly. Secondly, based on the decomposition of obtained data, 

calculating the real-time, statistical and multi-dimensional 

characteristics. Then use principal component analysis (PCA) 

to reduce high dimensional feature. 

The specific algorithms of LMD and PCA can be 

referenced in [15] and [16] respectively. When calculating the 

real time features, to obtain the  information of features as 

much as possible, 12 indexes including RMS, peak, peak 

factor, kurtosis, RMS amplitude, the average absolute value, 

skewness, form factor, pulse factor, energy, energy moment, 

Shanon entropy are calculated. During the calculation of 

statistical features,  data are preprocessed and 4 kinds of 

common statistical distribution model including the Weibull 

distribution, gamma distribution, normal distribution and 

logistic regression are used for distribution fitting and feature 

vectors are constructed by using the parameters of the 

distribution model.  

III. DEGRADATION ASSESSMENT BASED ON SVDD AND DPSO 

This sector mainly discusses the incomplete data of rolling 

bearings and proposes the performance degradation 

assessment method based on the SVDD. The data of normal 

operation are applied for training SVDD hypersphere to find a 

minimum-volume hypersphere. And the degradation degree of 

the rolling bearing is obtained by calculating the distance 

between the feature value of rolling bearing and the 

hypersphere center. However, owing to the invisibility of 

multidimensional vector space, the DPSO is applied for the 

selection of parameters. The flow chart is shown as Fig.1. 

A. Principle of support vector data description 

Support vector data description was originally proposed by 

Tax and Duin[17]. Given a target object set 
d

ix R i= 1,. . .,N, 

the basic idea of SVDD is to find a minimum-volume 

hypersphere in high dimensional space with center 
Fa and  
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Figure 1 Main steps of bearing performance degradation assessment  

radius R to enclose most of the objects, as shown in (1) 

Minimize 
2

1

( , , )
N

p F i

i

O R a R c 


    (1) 

Subject to  
2 2|| ( ) ||i F ix a R     

0    i=1,...Ni    

where c is the penalty weight which gives the trade-off 

between the volume of the hypersphere and the number of 

errors. 
i are slack variables which allows a probability that 

some of the training samples can be wrongly classified.  is a 

nonlinear mapping which maps the input object into a high 

dimensional feature space F. 

The dual problem of (1) is as(2). Where, ( , )i jK x x  is the 

kernel function. 

Maximize 
1 1

( ) 1 ( , )
N N

d i j i j

i j

O K x x  
 

   (2) 

Subject to 
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   0  i=1,...,N   C [1/N,1]
N

i i

i

C 


    

In this study, the Gaussian kernel, ( , ) ( ) ( )i j i jK x x x x  

2
2exp( / 2 )i jx x    is selected. It is because Gaussian 

kernel has only one free parameter to be turned and is shown 

to yield tighter boundaries than other kernel choices[18]. Where, 

  is Lagrange multiplier. According to the Kuhn-Tucker 

conditions, the objects can be classified into three categories: 

the object with 
i =0 are inside of the hypersphere; the objects 

whose 0 i C   are on the hypersphere boundary; and the 

objects whose 
i C   fall outside the hypersphere and have 

nonzero 
i .The objects with 0i  are the support vectors. 

Objectors lying on the hypersphere boundary( 0 i C  ) are 

also called unbounded support vectors. Objects lying outside 

the hypersphere(
i C  ) are also called bounded support 

vectors. The center can be expressed as (3).And its radius R 

can be determined by utilizing the distance between 
Fa and 

any support vector x on the ball boundary (unbounded 

support vectors), as(4). Finally, for the test object x, the 

output can be obtained by comparing its distance to the 

center 
Fa with radius D in space F. The SVDD decision 

function is as (5): 

1

( )
sN

F i i

i

a x 


 (3) 
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2(1 2 ( , ) ( , ))
i s i j

i i k i j i k

x SV x SV sx SVs

R K x x K x x  
  

      (4) 
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i F i i
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D x x a R c K x x 


                (5) 

where 2

1
(1 ) ( , )

sN

i j i ji
c R K x x


    is a constant. For the 

rolling bearing fault detection, the real-time monitoring 

data x are accepted as target objects if ( )D x D , which 

indicates the rolling bearing is normal. Otherwise, it is 

rejected as an outlier, which indicates the rolling bearing is 

abnormal. There are two parameters needed to be tuned, C 

and q. C controls the tradeoff between the volume of the 

hypersphere and the classification error of the model. It can 

be tuned to achieve the determined confidence level of the 

fault detection process. By changing the value of the width 

parameter 21/ 2q  in the Gaussian kernel, the description 

transforms from a solid hypersphere to a Parzen density 

estimator. 

B. Kernelparameter and penalty weight selection method 

based on DPSO 

In 1995, James Kennedy and Russell Eherhart proposed the 

particle swarm optimization (PSO)[19].PSO encourages 

constructive cooperation and information sharing between 

particles, which enhance the search for a global optimal 

solution. However, a potentially dangerous property in PSO 

still exists: stagnation due to the lack of momentum, which 

makes it impossible to arrive at the global optimum[20]. To 

avoid these drawbacks of the basic PSO, some improvements 

such as the time-varying parameters and random perturbation 

have been proposed. These improvements can enhance 

convergence of PSO toward the global optimum, to find the 

optimum solution efficiently. Therefore, DPSO is proposed to 

avoid the potential drawbacks. The principal of the DPSO is 

shown as follows. 

Definition: The similarity degrees of two particles have to 

satisfy the following rules: 

(1) ( , ) 1s i i   

(2)When  ,d i j  ,  , 0s i j   

(3)For any particle such as i and j,    , 0,1s i j   

Based on the rule, the similarity between i and j is 

calculated through (6) 
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(6) 

Where ( , )d i j is the Euclidian Distance between particle i 

and particle j. 
maxd and

mind  are constants. 

Set iteration times t of 
maxd  and

mind  respectively and 

calculate similarity degree  ,s i j .When the similarity is 

zero, the inertia weight of the particle is the largest one 

representing by 
max .When the similarity is one, the inertia 

weight of the particle is the lowest one representing by 

min .When the similarity is between zero and one, 

similarity decreases accordingly. The calculated equations 

of inertia weight are show as follows: 

  max max min,i s i g      (7) 

  max

min min

max

i i

t t

t
   


    (8) 

Finally, the kernel parameter and penalty weight selection 

method based on DPSO is made up of 6 steps: 

Step1: Generate n locations and initial speeds of kernel 

parameter or penalty weight 

Step2: Evaluate the adaptation of every kernel parameter 

or penalty weight. 

Step3: Confirm the best location 
ip of every particle and 

the global best location 
gp  

Step4: Calculate particle and global similarity of every 

penalty or penalty weight according to (6) and calculate 

particle and global weight according to (7) and (8). 

Step5: Update the location and position of kernel 

parameter or penalty weight. 

Step6: If the result satisfies the stopping condition, output 

the result. Otherwise, turn to Step2. 

IV. EXPERIMENTAL RESULT AND ANALYSIS 

A. Original data acquisition 

In this paper, the rolling bearing life vibration data are 

from the University of Cincinnati intelligent maintenance 

system (IMS) center. The test apparatus is shown in Fig.2. 

Four ZA-2115 Rexnord rolling bearings are mounted on the 

same output shaft with different positions. The speed of the 

output shaft is 2000rpm. In the shaft and bearing, the radial 

load of 6000lb is exerted by the spring mechanism. Collect the 

data by data collection card NI DAQ6062EJ and the sample 

rate is 20KHz. Collect the data every ten minutes and the 

collection time is 1 second. The data length is 20480. 

This paper takes the original data collecting during every 

turn of the bearing as the division basis which means that 600 

points for a segment. So the data collected in1 second will be 

divided into 34 segments. 
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Figure 2.   Bearing test equipment and sensors mounting position 

B. Features Extraction 

1) Real Time Feature Extraction:The data of each segment 

are calculated by the product function (PF) component of 

LMD and its 12 real time characteristic values are calculated 

respectively. 

Then feature dimension which the 1s original data 

correspond to is calculated by (9). However, the PF 

component derived from each segment is different. The 

minimum decomposition value of the PF component is 

recorded as the final PF dimension numbers of the (the first 5 

PF of each piece of data decomposition result is obtained, the  

original data per second corresponding to is 34 5 12  ). To 

strengthen the difference of the feature value of each stage of 

degradation, this paper takes the 34 segments of data feature 

value as the final feature value of the data collected per 

second(Take the root-mean-square(RMS)value as an example,  

every group consists of 34 data segment, each segment of data 

for five PF, each piece of data will get and 5 RMS value 

corresponding to 5 PF. 34 pieces of  data will get 34 RMS 

corresponding to the first PF, the 34 RMS values are added to 

obtain the value of RMS the  first PF corresponding to. 

Similarly, other feature value which PF corresponds to can 

also be obtained . feature dimension in 1s can be figured out. 

D N M L                                                  (9) 

Where D: feature dimensions 

            N: number of data segments 

            M: PF numbers of each segment 

            L: numbers of features 

2) Statistical Feature Extraction:Due to the limitation of 

several statistical distribution for fitting data value is greater 

than zero, so PF components does not satisfy the requirements 

obviously, data preprocessing is needed. Because of the good 

effect of Hilbert transform on earlybearing fault information 

extraction, do the Hilbert transformation after the 

decomposition of the PF. Carry out 4 kinds of distributions 

and fitness testsusing the envelope value after the 

transformation . This paper makes the distribution fitting test 

with Minitab software and the value of fit test is calculated. 

The results show that the Logistic distribution and normal 

distribution are not good. Therefore, the extracted featureare 

four including the Weibull shape parameter, Weibull scale 

parameter, gamma shape parameter gamma scale parameter. 

 

 

Figure 3.  dimension reduction results of PCA (the 1st ~ 3rd principal 

component) 

3) PCA Dimension Reduction:As mentioned before, to 

avoid the trouble of dimensionality and improve the efficiency 

of the algorithm. On the basis of the extracted multiple real-

time and statistical feature, thePCA is used to reduce the 

dimension. 

This paper utilizes the cumulative variance contribution rate 

method(95%) to choose first 16 feature vectors after 

dimension reduction. Fig.3 shows the reduced dimension after 

the first 1~3 main element. It can be seen that the performance 

degradation trend are well preserved. 

C. The Examination of DPSO 

To research the optimization ability of the DPSO, several 

commonly used functions are applied to the performance 

examination, including Rosenbrock, Rastrigin, Griewank and 

Ackley. The optimization ability between PSO and DPSO is 

simulated via four examination functions. The optimization 

process between the proposed algorithm and the PSO is shown 

as Fig. 4. Concluding from the Fig.4, both DPSO and PSO 

converge quickly at the earlier stage. However, Fig.4d) shows 

that PSO stops declining from the beginning of the iteration, 

indicating PSO is easily affected by the partial optimum 

solution. Therefore, the DPSO has a better simulation result. 

D. Degradation Assessment 

1) Parameter selection:Different kernel functions will lead 

to different high dimensions. Therefore, the performance of 

SVDD will be affected by the kernel function. As far as the 

development of the kernel functions, Gauss radial basis 

function is applied widely in the field of fault diagnosis and its 

kernel function has characteristic  , 1i iK x x  . Therefore, the 

use of Gauss radial basis function can simplify the objection 

function and improve the calculation speed. This paper  
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  (a)                           (b) 

 

  (c)                         (d) 

Figure 4. Convergence performance comparison of two methods 

 

Figure 5.   The curve of adaptation  

employs DPSO for the selection of kernel parameter and 

penalty weight and chooses mean square error (MSE) for 

adaptation and the number of the particle is 20.Besides, the 

inertia weight is decreasing within the range between 0.95 to 

0.4 and the iteration times are 200. The adaptation curve of the 

SVDD is shown as Fig.5 and the result converges at the sixty-

fourth times. The calculated kernel is 15.6832 and the penalty 

weight is 0.5136. 

2) Degradation assessment based on SVDD: The 

degradation assessment of the rolling bearing is carried out 

with the feature extracted via PCA. This paper mainly 

discusses the incomplete data and take the 50 groups normal 

data out of 2000 groups for training. After standardizing 

process, the data are input into the SVDD model for finding 

the center and radius of the SVDD hypersphere. Then data to 

be tested are input into the existing SVDD model and the 

degradation degree is obtained by calculating the distance 

between the data and the hypersphere center. 

The SVDD distance is shown as Fig.6 and it is divided into 

three stages. The first stage covers the data between 0 and 735, 

which means the rolling bearing is normal stage and the 

SVDD distance is very small and stable. The second stage 

covers the data between 736 and 1638, which means SVDD 

distance increases and fluctuates in a larger scale indicating 

that the rolling bearing enters into an initial stage. The third  

 

(a ) SVDD distance 

 

(b) 0-1500 amplification (c) 1400-1900 amplification 

 

(d) 1955-2000 amplification 

Figure 6. The curve of performance degradation 

stage covers the data between 1639 and 2000 and the SVDD 

distance increases rapidly up to another scale indicating that 

the rolling bearing enters into a deep degradation stage. 

V. CONCLUSION 

This paper proposes a performance degradation 

assessment method of train rolling bearings based on SVDD 

and DPSO. After the decomposition and extraction from the 

raw vibration signal, with the configuration of the kernel 

parameter and penalty weight, the SVDD is employed for 

performance degradation assessment. The experimental results 

showed that the proposed method is capable to identify the 

degradation and reflect the health information accurately 

during the operation of rolling bearings. 
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Abstract—Key areas risk forecasting plays an important roles in 

safety management in high-speed railway transport hub. In this 

paper, a temporal-based risk forecasting approach was 

considered for key areas on surveillance sensor networks. 

Computational experiments on a specific key area in high-speed 

railway transport hub were conducted to illustrate the proposed 

approach. The results showed the temporal-based forecasting 

approach is effective and efficient for key areas risk forecasting 

in high-speed railway transport hub. 

Keywords- Surveillance Sensor Networks; Temporal-Based, 

Forecasting; High-speed railway transport hub 

I.  INTRODUCTION 

In the last ten years, China high-speed railway had a rapid 
development. At the end of 2015, a large high-speed railway 
network has been built with lines in operation amounting to 
19,000 km. As an important transferring node, high-speed 
railway transport hub combines with urban rail transit, taxi, 
private vehicle, airplane, bus, etc. and has huge passenger 
distributed every day. Massive passenger flow in high-speed 
railway transport hub may cause crowd massing situation 
which bring several potential risks to the safety management of 
high-speed railway transport hubs.

1
 

At present, video surveillances are widely applied in high-
speed railway transport hubs for monitoring and detecting 
passenger status of key areas. Based on the surveillance sensors 
networks, many approaches for in high-speed railway transport 
hub safety were proposed in literature.  

Several passenger image processing and intelligent 
detecting algorithms were developed for rapid and accurate 
detection of passenger flow status [1-4]. To improve detection 
accuracy in terms of feature extraction, a novel feature of 
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gradient self-similarity (GSS) was present, which was 
computed from HOG, and was applied to capturing the patterns 
of pairwise similarities of local gradient patches [1]. In order to 
accurately and promptly detect potential safety hazard, a 
modified background model based on Dempster-Shafer theory, 
and a passenger flow status recognition algorithm based on 
features of image connected domain were proposed to improve 
the accuracy and real-time performance of passenger flow 
detection [2]. For the challenging of abrupt illumination, 
occlusions, out of field of view, and cluttered backgrounds, a 
novel tracking framework was developed, which consists of 
two steps: image shadow removal and tracking by association 
[3]. A sparse representation based approach is proposed for 
pedestrian detection from thermal images. The approach first 
adopted the histogram of sparse code to represent image 
features and then detect pedestrian with the extracted features 
in an unimodal and a multimodal framework respectively [4].  

Some studies focused on causing and handling of the 
potential risks [5-7]. The selfish and selfless behaviors were 
considered as two main factors in evacuation, and selfishness- 
and selflessness-based model of pedestrian room evacuation 
was proposed [5]. A multi-grid model was proposed to 
simulate evacuation with guiders, and the effects of guider type, 
guider number, guider distribution and guidance strategy on 
evacuation were discussed [6]. A pedestrian evacuation 
simulation model based on the extended cellular automata was 
proposed with the consideration of heterogeneous behavioral 
tendencies in humans, and the model was applied to optimize 
buildings to reduce evacuation times [7].

2
 

According to literature review above, current studies 
mainly focused on risks detection and handling. Specific 
literature on risk forecasting is scarce. In order to accurately 
detect potential safety hazard hidden in passenger flow, a 
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hybrid forecasting approach was proposed to forecast the 
passenger flow status [8]. This approach was only for 
passenger amount forecasting, and did not consider area risk. 
Based on the surveillance sensor networks, a passenger flow 
risk forecasting algorithm based on spatial correlation was 
developed [9]. The approach was based on the spatial 
correlation between key area and related areas, and did not 
consider influence from passenger flow risk temporal change in 
key area. So in this paper, based on surveillance sensor 
networks, we forecast passenger flow risk in key area by using 
itself temporal risk change, and a temporal-based risk 
forecasting algorithm is developed. 

The rest of this paper is organized as follows: The key area 
risk value calculation is introduced in section 2 and section 3 
proposes a temporal-based passenger flow risk forecasting 
algorithm. Numerical experiments are conducted in section 4 
and finally Section 5 covers the conclusion. 

II. KEY AREA RISK VALUE CALCULATION  IN IN HIGH-SPEED 

RAILWAY TRANSPORT HUB 

Currently, most of high-speed railway transport hubs 
calculate key area risk by using the passenger flow amount in 
key area. In the calculation process, three type passenger flow 
status parameters are adopted. First is current passenger flow 

amount of key area 1A , which can be real-timely obtained by 

surveillance sensors in key area. Second is average passenger 

flow amount of key area in statistic period 2A  and third is max 

passenger flow amount of key area in statistic period 3A . The 

last two parameters can be obtained from historical passenger 
flow amount of key area in statistic period. According to the 

different relationship among 1A , 2A , 3A , the key area risk 

value ( )r x can be calculated as follows [9]: 

(i) While 1 2A A , ( )r x  can be calculated by Eq.(1). 
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(ii) While 2 1 3A A A  , ( )r x  can be calculated by Eq.(2). 
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(iii) While 1 3A A , ( )r x  can be calculated by Eq.(3). 
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III. TEMPORAL-BASED PASSENGER FLOW RISK FORECASTING 

ALGORITHM 

In this section, a temporal forecasting algorithm is proposed 
to forecast key area risk based on radial basis function neural 
network in high-speed railway transport hubs. 

A. Radial basis function neural network (RBF NN) 

RBF NN is a typical feed-forward neural network, which 
has many merits, such as nonlinear mapping characteristics, 
self-organized study ability, training fast, and the capability of 
converging in global optimization and approaching the function 
in the best way [8]. Simply for its great advantages, RBFNN 
has been applied in many fields. So in this paper, we propose a 
temporal forecasting approach based on RBF NN to forecast 
key area risk in high-speed railway transport hubs.  

B. RBF NN design for key area risk forecasting 

There are three different layers in the structure of RBF NN, 
which are input layer, hidden layer and output layer. The 
structure of RBF NN for temporal-based key area risk 
forecasting is shown in Fig.1. 

…
…

…
…

Key 

area 

risk 

forecasting 

value

x1

x2

xn

Input Layer Hidden Layer Output Layer

 

Figure 1.  RBF NN structure for temporal-based key area risk forecasting 

Main step for RBF NN design is shown as follows: 

1) Sample data processing: in order to ensure the input 

value in the range of 0 and 1, a normalization is need to 

process the input data. For the time series X , we use Eq.(4) 

for normalization processing. 

   ' min max mini ix k x X X X                (4) 

Where min X is the minimum value in time series X , 

max X is the maximum value in time series X  and k is 

samples normalized scale. 

2) Input vector determine: in statistic period, the key area 

risk values can be regarded as a time series 

 , 1,2,...,i ix x x R i L   , and we can use the risk values 

before time epoch N to forecast the risk value at time epoch 

M . Table I is a mapping structure of time series.  

TABLE I.  MAPPING STRUCTURE OF TIME SERIES 

N input value M output value 

1 2, ,.., Nx x x  
1 2, ,..,N N N Mx x x  

 

2 3 1, ,.., Nx x x   2 3 1, ,..,N N N Mx x x     
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N input value M output value 

…… …… 

1 1, ,..,K K N Kx x x    1 1, ,..,N K N K N M Kx x x     
 

3) Network parameter: according to a large number of 

experiments, we finally adopt gauss basis function as the 

function of hidden layer, k-means clustering algorithm as the 

center traning method. 

IV. NUMERICAL EXPERIMENTS 

In this section, numerical experiments are conducted to 
verify the proposed algorithm. We take a specific key area in 
high-speed railway transport hub as an example, select time 
period from 12:00 to 18:00 in a festival day to conduct 
experiments. We set 10 minutes as a forecasting period, and 
make a comparison between forecasting risk value and actual 
risk value. The comparison results are shown in Table II and 
Fig.2, and the GAPs between forecasting risk value and actual 
risk value are shown in Fig.3. 

TABLE II.  COMPARISON BETWEEN FORECASTING VALUE AND ACTUAL 

VALUE 

Hour Period 
Forecasting 

risk value 

Actual risk 

value 
GAP 

12:00 

1 7 6.8 2.94% 

2 6.9 7 -1.43% 

3 7.4 7.2 2.78% 

4 6.9 7.2 -4.17% 

5 7.3 7.6 -3.95% 

6 7.2 7.4 -2.70% 

13:00 

7 7.2 6.8 5.88% 

8 7.1 6.8 4.41% 

9 6.7 6.5 3.08% 

10 6.3 6.6 -4.55% 

11 6.7 6.8 -1.47% 

12 7 7 0.00% 

14:00 

13 7.1 7.3 -2.74% 

14 7.5 7.6 -1.32% 

15 7.9 6 31.67% 

16 8 6.4 25.00% 

17 7.8 6.3 23.81% 

18 7.9 6.7 17.91% 

15:00 

19 7.7 7.2 6.94% 

20 7.8 7 11.43% 

21 6.9 6.6 4.55% 

22 6.8 6.7 1.49% 

23 7 6.9 1.45% 

24 7.2 7 2.86% 

16:00 

25 6.9 7.2 -4.17% 

26 7.1 7.4 -4.05% 

27 7.4 7.4 0.00% 

28 7.6 7.8 -2.56% 

29 7.8 7.6 2.63% 

30 7.3 6.9 5.80% 

17:00 

31 7.5 6.9 8.70% 

32 7 6.6 6.06% 

33 6.8 6.7 1.49% 

34 6.9 6.8 1.47% 

35 7.2 7 2.86% 

36 7 7.3 -4.11% 

Note: GAP=(forecasting risk value - actual risk value)/ actual risk value*100% 

 

 

Figure 2.  Comparison between forecasting risk value and actual risk value 

 

Figure 3.  GAP between forecasting risk value and actual risk value 

As observed in Table II and Fig.2, the forecasting risk 
values obtained by our approach are close to actual risk value, 
except some specific time period. The average gap between 
forecasting risk value and actual risk value is 3.83%. The 
variation trend of passenger flow risk is mainly well forecasted 
by our approach. In the time period 15 to 18, the GAPs 
forecasting risk value and actual risk value are prominent 
higher than average GAP (red ellipse area in Fig.3). The 
forecasting errors result from the passenger flow congestion in 
related areas of the key area. Our approach is insensitive for 
congestion situation. Generally, our forecasting approach has a 
good performance for mass passenger flow in festival days, and 
can meet the demands of safety management in high-speed 
railway transport hub. 

V. CONCLUSION  

In this paper, we considered key area risk forecasting 
problem in high-speed railway transport hub. Based on the 
surveillance sensor network of hub, a temporal-based 
passenger flow risk forecasting algorithm was developed. 
Numerical experiments on a key area in high-speed railway 
transport hub showed that the proposed forecasting approach is 
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effective to forecast key area risk in hub. In future, for our 
forecasting approach, solving the insensitiveness for passenger 
flow congestion is an important task for further research. 
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Abstract—This paper describes ImAtHome, an iOS application for 
smart home configuration and management. This application has 
been built over the framework HomeKit, made available in iOS, 
for communicating with and controlling home automation 
accessories. Attention has been put on the design of the interaction 
with such an application, in order to make the interaction style as 
much coherent as possible with iOS apps and supporting users 
without programming skills to unwittingly create event-condition-
action rules that, in other similar systems, are usually defined 
through “if-then” constructs. The results of a user test 
demonstrate that ImAtHome is easy to use and well accepted by 
end users of different age and background. 

Smart home; end-user develoment; rule-based programming 

I.  INTRODUCTION 
The attention of research scholars and ICT companies is 

more and more attracted by Internet of Things (IoT) [1] and 
Ambient Intelligence (AmI) [2], as witnessed by recent 
conferences, journal special issues and commercial 
advertisements. These areas involve experts in several 
disciplines – electronics, artificial intelligence, cloud 
computing, network infrastructures, and software architectures, 
just to name a few – who are called on to create and set up a 
new generation of distributed multimedia systems sometimes 
referred as “sentient multimedia systems” [3]. However, 
research on new Human-Computer Interaction (HCI) paradigms 
is fundamental as well, especially for making AmI 
environments easy to use and possibly allow their inhabitants, 
without computer programming knowledge, to install, configure 
and modify them over time. Therefore, with a particular 
attention to the smart home, End-User Development (EUD) [4] 
approaches are being proposed, which are aimed at transforming 
end users (household members) from passive consumers of 
sensors, robots and smart devices scattered in the house to 
active producers of new and possibly coordinated behaviors of 
such hardware/software components [5]. 

The idea is indeed to provide the house inhabitants with 
methods and tools to modify and adapt home behaviors to their 
needs, in order to cope with the continuous request of user-
system co-evolution [3]. This could be achieved by providing 
users with EUD tools that support them in creating simple 
commands to be activated manually (e.g. “I am at home, please 
switch the radio on”) or automatically (e.g. “At 7 a.m. rise 
shutters and activate the coffee machine”). 

From the analysis of the literature and commercial products 
[6][7] it emerges the event-condition-action (ECA) rule-based 
paradigm is the most used in user interfaces devoted to the 
configuration and adaptation of smart homes by non-expert 
developers and thus could be considered as a promising solution 
to create EUD tools in this field. Such tools allow the user to 
carry out a form of trigger-action (“if, then”) programming [8]. 
The user is thus guided in setting up the “if” and “then” parts of 
a rule, by choosing them among lists (filtered-list metaphor), 
virtual puzzle pieces (jigsaw composition) or components to be 
put in a network (wired composition) [9].  

This paper proposes a new interaction metaphor for rule 
creation aimed at supporting users to perform trigger-action 
programming in an “unwitting” manner, that is at helping them 
create antecedent and consequent parts of the rules, without 
requiring them to think in terms of “if-then” constructs like 
computer scientists naturally do. To achieve this goal, the 
proposed metaphor splits rule creation in two steps, namely the 
definition of scenes followed by the definition of rules starting 
from available scenes. Scenes are sets of device actions that can 
be also manually activated by the user, thus becoming high-
level commands for the house. Rules are defined to make the 
house able of activating itself some given scenes on the basis of 
the occurrence of an event, possibly combined with one or more 
conditions. The metaphor also encompasses a more guided but 
easier way of defining events and conditions for triggering 
rules. These ideas have been implemented in an iOS mobile 
application, called ImAtHome. Terms such as “if”, “then” or 
“do” never appear in ImAtHome, as well as it has been removed 
the constraint of defining the consequent only after the 
definition of the antecedent, often present in other similar 
applications (e.g. IFTTT, Atooma, Tasker, and others).  

Another important aspect, often neglected in scientific 
literature, is the cost of transforming a traditional house into a 
smart home. Current solutions usually require the interaction 
with companies that provide global services for smart home 
installation and maintenance or, alternatively, the acquisition of 
home automation boxes (e.g., Zipabox, Zibase, Vera, and 
eeDomus); the latter, in turn, require some “guru” in the family 
(i.e. a software expert or someone interested in software 
programming) capable of taking care of system installation and 
personalization [10]. 

To overcome this problem, also in this case a smoother 
approach to home automation is advocated: the idea is to allow 
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end users to add gradually smart devices to their house, 
according to emerging needs and economic possibilities. To this 
aim, we have decided to develop our mobile application over 
the framework for home automation made available in iOS, 
namely HomeKit1. HomeKit is a framework for communicating 
with and controlling the smart devices available in a house. It 
provides the user with a way to automatically discover such 
devices and configure them. It also makes available 
functionalities for executing sets of actions to control groups of 
devices, by possibly triggering them using Siri – the voice-
controlled virtual assistant available in iOS.  

ImAtHome is thus built on top of HomeKit and proposes 
itself as a hub application, able to manage all the devices 
currently available in a smart home, as well as those that will be 
acquired and included in the future. This paper presents the 
design and implementation of ImAtHome, as well as a usability 
study carried out with a group of 14 users of different age and 
background.  

The paper is organized as follows: Section II discusses 
related works in the IoT and AmI fields, with particular 
reference to the smart home and user interfaces for their 
configuration and management. Section III describes the 
HomeKit framework. Section IV illustrates the development 
and the operation of the app ImAtHome. Section V provides 
some implementation details, while Section VI discusses the 
results of a usability evaluation with 14 users. Finally, Section 
VII draws some conclusions and proposes hints for future work. 

II. RELATED WORKS 
The idea to enable users to program the behavior of their 

smart home has been discussed in literature by several research 
scholars (e.g., [11][12]). For example, in [11], the “Media 
Cubes” programming language is proposed: it is based on the 
physical arrangement of infrared remote cubes; they represent 
abstract functions whose combination leads to the creation of 
complex behaviors. In the e-Gadgets project [12], instead, a 
visual editor is proposed, where end users can define “synaptic 
associations” (cause-effect relationships) between smart 
appliances available in a home.  

More recently, the ECA rule-based paradigm has been 
proposed in several approaches to EUD applied in IoT or AmI. 
One of the most complete frameworks for AmI based on a rule-
based approach is that described in [13]; a subsequent work of 
the same authors present three different graphical user interfaces 
for rule creation [14], even though no usability study is reported. 
In many cases, the proposed toolkits and languages require 
users to have some expertise in computer programming and 
hardware/software technologies. Barricelli and Valtolina have 
delineated an extension of the ECA paradigm pairing it with the 
use of formula languages [15]. Coutaz and colleagues [16] have 
presented a programming environment, called SPOK, which 
combines rule-based and imperative programming. Demeure et 
al. [10] described a field study involving 10 households using 
different home automation systems for a long period of time. In 
all households, there was always only one member of the family 
in charge of installing, configuring and managing home 
behavior modification. This family member was always a male 

                                                             
1 https://developer.apple.com/homekit/ 

adult, knowledgeable in hardware/software technologies. 
Therefore, the pure end user, neither expert in software 
programming nor interested in it, seems practically excluded 
from the use of such kinds of tools. 

Dahl and Svendsen carried out a preliminary comparison 
among three composition paradigms (filtered lists, wiring 
composition and jigsaw puzzle composition) for rule creation 
[9]. From it, filtered lists, where condition-action compositions 
are obtained by selecting conditions and actions from respective 
lists, resulted to be the most intuitive for readability; whilst, 
jigsaw puzzle composition was considered by participants the 
most playful and engaging type of interaction. The filtered lists 
metaphor is recently adopted by several commercial and 
research applications, such as IFTTT, Atooma, Tasker, Locale, 
and others. Ur and colleagues [8] have proved that IFTTT has a 
pretty usable interface to create rules, even though these can 
contain only one event or condition, and only one action. Lucci 
and Paternò [17] have compared Tasker, Locale and Atooma, all 
allowing the user to create rules with complex antecedent and 
consequent parts. In this study, Tasker resulted the best tool in 
terms of expressiveness and Atooma resulted the easiest to use 
by end users. The user study reported in [6] compared Atooma 
and IFTTT in terms of usability and user preferences, by 
considering both users with a background in computer science 
and users without this background. The System Usability Scale 
(SUS) [18] composite score indicated that Atooma has a higher 
usability; moreover, users appreciated the user interface of 
Atooma much more than that of IFTTT. A systematic literature 
review in the IoT and AmI areas is presented in [7], focused on 
the research works that present tools supporting EUD for smart 
home configuration and management. From the papers selected 
through the review, eleven tools have been identified and 
examined. All tools are based on a rule-based paradigm: end 
users are supported by visual interfaces to compose events 
and/or conditions with actions, using structures like ‘if-
condition(s)-then-action(s)’ or ‘when-event(s)-then-action(s)’. 
A qualitative comparison of a subset of these eleven tools is 
then presented in [7], by considering the design principles for 
smart home control discussed in [19]. From this analysis, Tasker 
resulted to be the only tool able to satisfy most of the design 
principles (six out of seven). However, as also underlined in 
[17], Tasker appeared as more suitable to users with some 
knowledge in computer programming than to actual end users. 
In this paper, we propose a different approach to the creation of 
ECA rules, which, on the one hand, is aimed to be powerful 
enough for modeling a huge variety of home behaviors, and on 
the other hand, would like to support users performing such 
programming activity in an unwitting manner, as advocated in 
[20].  

Finally, IT companies such as Google, Apple, Samsung and 
so on, are currently proposing their solutions in this field. 
However, to allow controlling a variety of devices they may 
require buying some specific hardware, as in the case of Google 
Smart Home Media Center, or proprietary accessories as in the 
case of Samsung. This has consequences on scalability and the 
possibility for users to create their own rules. On the other hand, 
Apple proposes HomeKit as a framework for communication 
with accessories and provides some indications to build apps on 
it. We have thus chosen to study HomeKit and develop an 
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application able to exploit it, but open to the interaction with 
any kind of device compatible with this framework. 

III. THE HOMEKIT FRAMEWORK 
HomeKit is a framework made available in iOS for 

communicating with and controlling connected home 
automation accessories that support Apple's HomeKit 
Accessory Protocol. Using HomeKit a developer can create 
complex applications that allow managing the interaction with 
accessories at a high level, without worrying about low-level 
technical details. HomeKit is mainly a communication protocol 
that supports the integration and interoperability of different 
kinds of accessories.  

A. User Interface Guidelines 
The user interface of ImAtHome has been developed by 

following the iOS guidelines for user interfaces and the 
following more specific HomeKit User Interface Guidelines2: 

• Setting up homes by defining three types of locations: 
homes, rooms and zones (groups of rooms, such as 
“upstairs”). Rooms, such as “kitchen” or “bedroom” are 
the basic organizational concept and will contain the 
accessories. At least one home must be specified; it will 
include rooms, and will optionally contain zones. Users 
must be supported in the creation, modification and 
deletion of homes, rooms, and zones.  

• Managing users, who, according to their privileges 
(Admin or iCloud account holder) may carry out 
different activities: setting up homes, adding 
accessories, creating scenes or just adjusting the 
characteristics of accessories. 

• Adding and removing an accessory in an easy way, 
also by means of automatic discovering of accessories. 
Users must be supported in the configuration of the 
accessory by assigning it a name, home, room and zone 
(optional). Users must be able to easily identify the 
accessory they are configuring.  

• Facilitating the creation of scenes to adjust the 
characteristics of multiple accessories simultaneously. 
Each scene is therefore a set of actions on any number 
of accessories. 

• Siri integration to activate scenes with voice 
commands. HomeKit allows Siri to recognize home, 
room, and zone names; therefore, Siri can support 
statements like “Siri, turn off the living room lights”. 

• Using a friendly and conversational language, in 
order not to intimidate the user with acronyms or 
technical terms. 

Furthermore, HomeKit supports the execution of rules 
(called “triggers” in HomeKit), which are ways to activate a 
scene based on conditional relationships concerned with time, 
location, and the behavior of other accessories.  

 

                                                             
2https://developer.apple.com/homekit/ui-guidelines/ 

Therefore, an additional guideline in the HomeKit 
Developer Guide suggests to help users set up triggers, by 
facilitating as much as possible the creation of the conditional 
relationships. In the design and development of ImAtHome we 
have carefully considered this issue.  

B. HomeKit Accessory Simulator 
HomeKit Accessory Simulator is a tool that allows one to 

simulate the presence of some accessories in the smart home. 
Such accessories correspond to those ones that an app would 
automatically discover in a home. HomeKit Accessory 
Simulator builds a simulated wireless network to which all 
accessories added by the developer are connected. Each 
accessory may have a variety of characteristics to be controlled; 
through the simulator, the developer can add a characteristic to a 
class of accessories or a personalized characteristic to a single 
accessory. Optional characteristics can also be removed. This 
simulator has been very useful for setting up the 
experimentation of ImAtHome. 

C. Communication in ImAtHome through HomeKit 
A variety of companies are developing accessories 

compatible with HomeKit, such as conditioners, thermostats, 
light bulbs, cameras, secure locks, carbon monoxide sensors, 
and so on. As a consequence, several dedicated apps are being 
developed to control such different devices. Actually, the Apple 
Store contains at least one app for each accessory class 
mentioned above and it may also happen that more than one app 
for the same accessory class are available, usually developed by 
different producers. The advantages given by the compatibility 
with HomeKit are that accessories can be controlled through 
Siri and may be included in the creation of a scene. However, 
the main drawback is that each accessory keeps on being 
controlled only by its corresponding app, according to the 
architecture schematized in Figure 1. Therefore, scenes or rules 
that involve different types of accessories cannot be created. 

 
Figure 1.  Communication with accessories through HomeKit. 
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The idea underlying ImAtHome is to exploit the common 
communication protocol for interacting with many kinds of 
accessories or combinations of them (see Figure 2). In other 
words, ImAtHome proposes itself as a hub for controlling one’s 
own smart home: all compatible accessories are made available 
on the smartphone in a unique app, with the same interaction 
style and the possibility to work in combination one another. 

 
Figure 2.  Controlling the smart home through HomeKit with ImAtHome. 

IV. THE APPLICATION IMATHOME 
The design and development of ImAtHome has been 

performed according to a user-centered approach, by involving 
users in the discussion and evaluation of paper mock-ups and 
interactive prototypes throughout the software development 
lifecycle. The following subsections illustrate the interaction 
with ImAtHome to create homes, scenes and rules.  

A. ImAtHome Interface Structure 
The features made available by HomeKit have guided the 

ideation of the app structure. First, the interface includes a 
section, entitled “My home”, where the user can access or 
define a new home (Fig. 3(a)) and its rooms (Fig. 3(b)). By 
selecting the item “Add room...” in Fig. 3(b), the user can create 
a room and associate it with a name and an icon among those 
available (Fig. 4(a)). The new room, “Living room” in the 
example, is thus added to the list of rooms previously defined 
by the user (Fig. 4(b)). Accessories are similarly shown as a list 
associated with a room. The user may bind accessories to rooms 
inserting their configuration code by means of OCR technology. 

Furthermore, the HomeKit database distinguishes between 
action sets (scenes) and triggers (rules). Action sets may be 
related to triggers through conditional relationships. Therefore 
we have decided to add two different sections in the app, one 
where the user can find or define her/his scenes (“Scenes”) and 
the other devoted to the creation of rules (“Rules”). Scenes are 
actually sequences of actions that the user may manually 
activate; whilst rules represent automatic activation of one or 
more scenes, under some specific conditions (that trigger the 
rules).  

The three sections are accessible through the bottom tab bar. 

  

(a) (b) 

Figure 3.  Section “My home” on the left (a) and screen for adding a room to 
the home on the right (b). 

 

  

(a) (b) 
Figure 4.  Hierarchical navigation in section “My home”: screen for room 

creation on the left (a) and list of rooms on the right (b). 
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(a) (b) 
Figure 5.  Section “Scenes” with the list of pre-defined scenes on the left (a) 

and screen for scene creation on the right (b). 

 

B. Scene definition and activation 
The section “Scenes” presents a default list of void scenes 

available in the HomeKit database, that is “Good morning”, 
“I’m leaving”, “I’m home” and “Good night” (see Fig. 5(a)). 
The user may complete them or create a new one by clicking the 
‘+’ button in the right upper corner (as it is usually requested in 
iOS apps to add a new object). In the new screen - Fig. 5(b), the 
user can give a name to the scene (e.g., “Turn On Living Room” 
to indicate a scene that turns on the lights in the living room) 
and define a set of actions (in the example: “Turn On Sofa 
Lamp” and “Turn On Main Lamp”) by setting the 
characteristics of the accessories involved in each action. When 
the new scene is saved, the list shown in Fig. 5(a) is updated. 
Here the user can manually activate the created scene with a tap 
or by pronouncing its name, thus giving control to Siri for scene 
execution. 

C. Rule creation 
In ImAtHome, the user may decide to use the pre-defined or 

user-defined scenes to create rules. Let us suppose that the user 
would like to create a rule that switches on the lights of the 
living room (the scene illustrated above) when she arrives at 
home, but only if it is after 5 P.M. To this aim, she must access 
the third section of the application and click on the ‘+’ button in 
the right upper corner. As a consequence, the screenshot in 
Figure 6(a) is shown. Here the message at the top tells the user 
to choose among three options to trigger her scenes by “Time”, 
“Position” or “Another accessory”. These ones correspond to 
the three conditional relationships for triggering scenes, which 
are supported in HomeKit. Selecting one of them allows 

defining the “event” part of an ECA rule. However, differently 
from the interaction with other tools, here the user does not need 
to know that the “if” part of an “if-then” construct must be 
created. In the example, the user selects the “Position” option. 
As a consequence, a screen appears where the user 

1) defines the details of an event related to her position; in 
the example in Fig. 6(b) she selects “When I arrive”. 
Then she taps on “Choose a position” and, as a 
consequence, a map appears centered in the current 
position of the user; if she is at home, she can simply 
save that position, otherwise she may look for a specific 
address through the search bar; 

2) defines an additional condition (“after 5:00 P.M.” in 
Fig. 6(c)); 

3) selects one or more scenes that must be activated. In the 
example in Fig. 6(d), the user checks “Turn On Living 
Room”.  

Note that with steps (2) and (3) the user actually creates the 
condition part and action part of an ECA rule respectively, 
without being aware of it. Moreover, differently from other user 
interfaces for ECA rule definition, ImAtHome requires to define 
action sets (scenes) first, and then relate them to events and 
conditions. This allows users to activate scenes manually if 
needed and use them in several different rules. 

V. IMPLEMENTATION 
The implementation of ImAtHome has been carried out in 

Swift, the programming language for iOS presented by Apple in 
2014. As already mentioned, it has been built over the HomeKit 
Application Programming Interface (API), which provides a 
variety of classes for low-level interaction with home 
accessories. On activation, ImAtHome creates an object of the 
class HMHomeManager, made available by HomeKit to add or 
remove a home to/from its database. For each home, HomeKit 
creates a database on iCloud, which contains all its objects 
(rooms and accessories in our case). This database is always 
synchronized with the user’s iOS device; therefore, to show the 
user the most recent data, the app ImAtHome continuously 
monitors the database updates. In particular, ImAtHome 
exploits HomeKit API to 1) discover the accessories available in 
the environment compatible with the communication protocol, 
and add them to the database associated to the home; 2) access 
the properties of the accessories; 3) modify the current values of 
the accessory properties, thus executing actions (e.g. switch on a 
light in a given room with a certain lighting level and a specific 
color). At a higher level, the app is organized in four groups of 
classes: three main groups manage the behavior and appearance 
of the three app sections respectively (My Home, Scenes and 
Rules); whilst, the last group includes all other classes 
supporting the operation of the main classes. 

VI. SYSTEM EVALUATION 
A user test has been carried out to evaluate the usability of 

ImAtHome. The experiment has been conducted by using the 
iPhone simulator included in the development environment and 
the HomeKit Accessory Simulator. The Italian version of the 
app has been used to facilitate the interaction with Italian 
participants. 
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Figure 6.  ECA rule creation in ImAtHome. 

A. Methodology 
The user test involved a total of 14 participants (8 males and 

6 females). Their ages ranged as follows: 3 users in 20-24, 8 
users in 25-35, and 3 users in 50-65 (average age equal to 33). 
They held different education degree and represented varied 
professional backgrounds. They included 8 students, 3 office 
workers, 1 housewife, 1 unemployed and 1 retired. Twelve 

participants held an Apple device. As to computer science 
knowledge, 8 participants declared to have low or medium 
knowledge, whilst 6 declared themselves as experts. Participants 
were asked to carry out five tasks of increasing complexity: the 
first two tasks devoted to the creation of a smart home, with 
rooms and accessories; the third one for creating a scene; and 
the last two tasks for defining a simple rule and a complex rule 
respectively. No previous training was provided to the users. 

During task execution, we collected quantitative data related 
to execution time and percentage of task completion. Since a 
think aloud protocol was adopted, comments of participants 
were annotated as well. Then, after the test, we submitted to the 
participants a post-questionnaire to gather opinions about their 
experience of use and a SUS questionnaire [18] to obtain an 
estimation of ImAtHome usability. 

B. Quantitative Results 
Table I reports the execution times of participants (with 

average value and standard deviation) and the optimum 
execution times of one developer. Execution times of 
participants were always about 3 times the optimum time, 
except for Task 3 that was the first task devoted to the creation 
of a scene. The last task was the most complex in terms of 
actions to perform, but its average execution time was less than 
that of Task 4, thus demonstrating that ImAtHome is easy to 
learn. In general, also considering that participants did not 
receive any previous training on the application, execution times 
are highly satisfactory. The percentages of task completion 
reported in the last row of Table I confirm such positive results. 

A further analysis on the time spent to carry out the tasks 
was performed dividing the users in two groups: the former 
including the 8 participants that declared to have low or medium 
knowledge in computer technologies, the latter with 6 
participants declaring themselves as experts. A t-test was 
adopted to compare the execution times: no significant 
difference was found between the two groups, demonstrating 
once again that ImAtHome allows all kinds of users to easily 
become “unwitting trigger-action programmers”. 

C. Qualitative Results 
Comments of the users gathered during test execution 

highlighted some cosmetic problems that were easily solved 
after the experiment. Most of the users made positive (and 
sometimes enthusiastic) observations on the interaction process 
adopted for creating homes and rooms and populating them 
with accessories. Some difficulties were encountered in the 
execution of Task 3, which required to create a scene for 
switching off all the lights: before choosing the right way, a 
participant tried at first to modify a pre-defined HomeKit scene; 
another participant observed that the task was not easy to 
understand, but he also admitted that he did not read the app 
instructions first, which instead would have provided him with 
useful examples; finally, one participant told us that it was not 
clear when and where to save the scene. Fewer difficulties were 
encountered in the creation of the first rule (Task 4): only one 
user had been not able to combine an event (“when I move from 
home”) with a condition (“if it is after 9.00 P.M.”). As already 
mentioned, Task 5 was very successful, despite its complexity: 
indeed, some participants commented that the interaction with 
the app became familiar after few interactions. 
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TABLE I.  TASK  EXECUTION TIME AND COMPLETION PERCENTAGE 

User 
Tasks 

Task 1 Task 2 Task 3 Task 4 Task 5 

U1 02:00 01:48 02:30 03:43 04:54 

U2 01:46 02:00 01:30 04:30 02:57 

U3 00:40 01:16 01:00 04:30 02:25 

U4 01:23 01:30 01:38 03:03 03:35 

U5 01:27 01:47 01:55 03:00 02:30 

U6 01:20 02:03 02:30 02:15 02:55 

U7 00:38 01:03 01:44 01:40 01:53 

U8 00:39 01:35 02:00 01:30 02:40 

U9 01:23 01:30 01:17 05:34 04:06 

U10 00:41 01:30 00:35 02:20 02:10 

U11 01:40 01:59 03:10 02:10 03:00 

U12 01:27 01:19 01:08 01:45 01:55 

U13 01:30 02:47 01:10 04:10 04:12 

U14 00:50 01:34 01:29 04:41 02:40 

Avg. 01:15 01:42 01:41 03:12 02:59 

SD 00:27 00:25 00:40 01:16 00:52 

Opt. 00:30 00:50 00:18 01:00 1:00 

% 
Compl. 100% 100% 93% 93% 100% 

 

D. Findings from post-questionnaire 
The post-questionnaire included the following questions: 

1. Did you find the interaction with the app pleasant and 
funny?  

2. If compatible accessories would be present in your 
home, should you use ImAtHome? 

3. Did you find the user interface coherent with the other 
iOS apps? 

4. Do you think that with some limited training 
ImAtHome would be easier to use? 

5. Did you find the language of the application easy to 
understand? 

Answers to the above questions were given on the 
qualitative scale {“definitely no”, “no”, “fairly”, “yes”, 
“definitely yes”}. We then translated the participants’ 
assignments to the 0-4 numerical scale and computed the 
average values. The following results were obtained: Q1=3.07; 
Q2=3.29; Q3=3.67; Q4=3.29; Q5=3.36. As to Q3 (related to 
coherence), we gathered the answers of 12 out of 14 
participants, since the remaining two participants did not hold 
any Apple device. Participants that encountered some 
difficulties in the execution of Tasks 3 and 4 asserted that, with 
a limited training, the application became very easy to use. 

E. SUS evalutation 
The overall usability of ImAtHome was finally evaluated 

through the SUS questionnaire, by providing an average 
cumulative score of the 14 participants equal to 86.6, pretty 
higher than the conventional threshold equal to 70, adopted for 
declaring that a system is easy to use [18]. More precisely, 
Figure 7 shows the SUS scores of all the 14 users; notice that 
they are all (except one) above or equal the threshold.  

 
Figure 7.  SUS cumulative scores of the 14 users. 

VII. DISCUSSION AND CONCLUSION 
This paper has presented ImAtHome, an iOS application 

that allows a home inhabitant, without any programming skills, 
to control home automation accessories and create scenes and 
rules for defining complex behaviors of a smart home. The 
application is scalable, because if a new accessory, compatible 
with HomeKit, is acquired, it will be automatically recognized 
by the application and its services will be presented to the users 
as it already happens for the other accessories. With respect to 
other approaches proposed in the literature and available 
commercial tools, ImAtHome allows the user both to manually 
activate some sets of actions (scenes) or to use them within rules 
to obtain automatic behaviors of the home. Furthermore, the 
same scene, once created, can be used several times in different 
rules; whilst, in other user interfaces based on the “if-then” 
paradigms, antecedents and consequents of rules must be always 
explicitly defined.  

Integration with HomeKit allows ImAtHome to be used 
through vocal commands. Indeed, Siri is able to recognize the 
words associated with accessories and scenes. Therefore, vocal 
commands can be used to change the characteristics of an 
accessory and to activate pre-defined or user-defined scenes. An 
interesting extension could be the creation of a parser for scene 
and rule creation from the fragments of a vocal command.  

As to future work, we are planning to extend the 
experimentation. Beyond involving a higher number of users, it 
would be interesting to compare “if-then” or “when-then” 
interfaces of existing tools (e.g. IFTTT, Atooma, and Tasker) 
with our “unwitting trigger-action programming” style. Not 
only measures of user performance, but also users’ acceptance 
and appreciation for the interaction style would represent useful 
information for future development of these kinds of interfaces.  

Another important issue is the extension of the application to 
the case of multiple user control of a smart home. Indeed, as 
underlined in [19], more than one person usually inhabits a 
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home and household activities may be collaborative or in 
competition (such as TV control or music choice). Therefore, 
we foresee a future where the collective and participatory 
evolution of a sentient multimedia system takes place through 
the simultaneous, but coordinated, intervention of all the 
interested actors [3]. However, to achieve this goal, some 
limitations of the current version of HomeKit must be 
overcome. Currently, it allows associating one’s own apple 
account with a new home, and thus add or modify accessories, 
rooms, scenes and rules, but it does not allow other Apple 
accounts to do these activities on the same home. In other 
words, a home can be shared with other users, but a “guest” user 
can only control the accessories and activate existing scenes; 
whilst, she/he cannot actually modify the HomeKit database.  

Under the hypothesis that future versions of HomeKit will 
be released to cope with this issue, we have started to think 
about the problems that would affect a multi-user approach to 
smart home control. First, user profiling and permission control 
should be supported; this would require a usable interface, 
possibly based on suitable visual languages, like those proposed 
in [21][22][23]. Second, a variety of social mechanisms, from 
collaboration to competition, from delegation to reciprocity, 
should be implemented to stimulate participation. To address 
this problem, we have proposed the idea of a collaborative 
application enriched with gamification techniques aimed at 
motivating all household members to participate in the shaping 
of their smart home [24][25]. Third, giving household members 
the possibility to intervene simultaneously in accessory or scene 
activation and in the creation of rules working on shared spaces 
may lead to incoherencies and conflicts among rules; suitable 
solutions must be carefully studied to address these problems. 
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Abstract— Controlling and  regulating people  flows 
and the access to the city services are major topics in 
the  context  of  Smart  City  management.  Flow 
surveillance provides valuable  information about city 
conditions,  useful  for  not  only  monitoring  and 
controlling  the  environmental  conditions,  but  to 
optimize  the  exploitation  of  various  city  services.  In 
this  context,  it  is  mandatory  to  develop  tools  for 
assessing  people  flow.  This  paper  presents  a 
methodology  for  an  effective  placement  of  counter 
sensors, to model flows with a statistically significant 
precision  rate.  Comparative  analyses  are  conducted 
with respect to real data  (i.e., cab traces) of the city 
of  San  Francisco.  Several  different  placing 
methodologies  of  Wi‐Fi  access  points  have  been 
tested  and  compared,  to  minimize  the  cost  of  AP 
installation.  The  research  work  described  in  this 
paper  has  been  conducted  in  the  scope  of  the  EC 
Horizon  2020  funded  project  Resolute 
(http://www.resolute‐eu.org ) and for Sii‐Mobility. 
Keywords: people flows; smart city; WiFi Access Point 
location 

I. Introduction 
The optimization of services for the citizens  is one of 
the  most  challenging  activities  of  the  Smart  Cities. 
City services can be related to mobility, government, 
energy,  cultural  events,  commercial,  environment, 
etc.  Among  the  services,  mobility  is  a  commodity; 
thus,  transportation  and  mobility  analyses  are 
valuable  aspects  always  considered  for  an  effective 
definition of Smart City. According to [Giffinger et al. , 
2007],  Smart Mobility  is among  the  key  factors of  a 
modern Smart City,  including  local and  international 
accessibility,  availability  of  ICT  infrastructures, 
sustainable,  innovative  and  safe  transport  systems. 

[Caragliu  et  al.,  2009]  include  traditional  transport 
communication  infrastructures  among  the  essential 
requirements for Smart Cities.   
In  the  context  of mobility,  traffic/flow  analysis  is  a 
major prerequisite  for planning  traffic  routing. Thus, 
it  is  a  central  part  of  the  so  called  Intelligent 
Transportation  Systems  (ITS)  for  managing  public 
transportation. Traffic flow analysis is commonly used 
to  ease  the  transportation  management,  for 
regulating  the access control  to  the cities,  for Smart 
Parking,  for traffic surveillance providing  information 
about  road  conditions  and  travel,  or  for monitoring 
and controlling the environmental conditions, such as 
harmful  emissions  (e.g.,  CO2,  PM10,  ozone).  The 
European  Commission  indicates,  among  the  main 
topics  that  should  be  considered  with  special 
attention in the framework of the CARS 2020 process, 
the  implementation and promotions of  ITS,  including 
Smart Mobility  [CARS 2020].  Some of  the  techniques 
adopted  for  traffic monitoring and management can 
be declined  for  people  flow  analysis  and  support  in 
the city.  It  is very  important  to know  the movement 
of  people  within  a  certain  precision,  and  detecting 
where and how people are crossing the city and using 
its  services  by  using  different  kind  of  moving 
solutions:  car, bike, walking,  taxi,  car  sharing, buses, 
tram, etc., targeting services into the city [Bellini at al., 
2014].  Typically,  the  telecom  operators  are  not 
capable  to  provide  this  kind  of  information.  They 
know  the  number  of  people  connected  to  each 
cellular  cell at a given  time  slot during  the day, and 
not how people move in city.   
At  this  regard,  specific  tracking  services  for mobile 
phone IDs are needed and, when applied, the citizens 
have  to  be  informed  via  an  informed  consent  (e.g., 
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terms  of  use,  policy  privacy).  In  order  to 
measure/derive  the  typical  people  flow,  the 
estimation  of  the  so  called  OD  matrix  (Origin 
Destination Matrix) could be needed. The OD matrix 
presents on both axes the city zones, while the single 
element may  contain  the number of people  (or  the 
probability)  of  passing  from  the  zone  of  origin  and 
reaching  the  zone of destination,  in  the day or  in  a 
given  time  window.  The  OD  matrix  estimation  via 
observations  is  very  relevant  for  traffic  flow 
prediction  and  management,  in  particular  for  (i) 
planning  optimized  routes  predicting  shortest  and 
viable  paths,  (ii)  providing  info‐traffic  services  on 
desktop or mobile devices, via the so called Advanced 
Traffic Management Systems (ATMS).   
Most of the OD matrixes can be time dependent, and 
thus  their  dynamic  real‐time  estimation  may  be 
needed,  or  at  least  the  estimation  of  their  values 
along the day and week, (e.g., typical sampling period 
is  every  15  minutes).  Moreover,  real‐time  OD 
matrixes  can  be  continuously  estimated  during  the 
day or in a temporal window. On the other hand, OD 
matrixes  can be  sensitive  to  traffic  conditions. Their 
values  are  of  primary  interest  if  they  represent  the 
maximum or at  least sustainable values, disregarding 
values  when  the  traffic  system  cannot  sustain  the 
traffic. Thus, pre‐calculated OD matrixes can be used 
as default descriptors of the traffic conditions for plan 
estimation.   
These  solutions  are  called  Advanced  Traveller 
Information Systems (ATIS). In practice, we would like 
to measure the typical people flows from the several 
zones of the city.  In the context of traffic flow, some 
methods  make  use  of  parametric  estimation 
techniques  (e.g.,  Maximum  Likelihood,  Generalized 
Least  Squares,  Bayesian  inference).  ML  methods 
minimize  the  likelihood  of  observing  the OD matrix 
and the traffic counts. Other methods based on traffic 
count include Combined Distribution and Assignment 
(CDA)  [Cascetta  et  al.,  2001],  Bi‐level  Programming 
[Doblas  et  al.,  2005],  [Kim  et  al.,  2001],  Heuristic 
Bi‐level Programming [Lundgren et al., 2008], Path Flow 
Estimation (PFE) [Nie et al., 2005], or Neural Networks 
[Gong,  1998].  For  example,  [Ashok  and  Ben‐Akiva, 
2000] used a Kalman filtering technique to update the 
OD matrix.  Time dependent offline estimation deals 
with  time‐series  of  traffic  counts.  Typically,  building 
an OD matrix  for mobility  requires  installing devices 
to  count  the  single  vehicle  in  the  traffic  (and 

eventually  record  the  speed of each  vehicle) on  the 
road.  A  traffic  counter  is  a  device  that  records 
vehicular  data  (i.e.,  speed,  type  or  weight).  At  this 
regard,  the  US  Federal  Highway  Administration 
defines  three main  traffic counting methods: human 
observation  (manual),  portable  traffic  recording 
devices  and  permanent  automatic  traffic  recorders 
(ATR). Thus, at level of traffic flow observation several 
different  techniques  are  used:  video  cameras, 
pneumatic  road  tubes,  piezo‐electric  sensors 
embedded  in  the  roadway  as  inductive  loop 
detectors,  magnetic  sensors  and  detectors, 
microwave  radar  sensors,  Doppler,  passive  infrared 
sensors,  passive  acoustic  array  sensors,  ultrasonic 
sensors,  laser  radar  sensors. Most  of  these  sensors 
use intrusive technologies and require pavement cut; 
in some cases lane closure is required, the devices are 
sensitive to environmental conditions and require an 
expensive periodic maintenance. 
Some  of  the  above  mentioned  techniques  can  be 
used to produce vehicle classification (e.g., rural cars, 
business  day  trucks,  through  trucks,  urban  cars). 
Recently,  other  techniques  have  been  adopted  as 
RFID,  Bluetooth,  Real  Time  Location  System  (RTLS) 
and Wi‐Fi access points  [Danalet et al., 2012],  [Patil et 
al., 2015]. In some cases, the position of vehicle can be 
monitored  from  the GPS  position  of mobile  devices 
installed  on  the  vehicle,  or  simply  by  using 
smartphone navigators (e.g., Google Maps, TomTom, 
Waze),  thus  providing  crowd  sources  positions  and 
velocity of the vehicles.  In these two cases, the track 
of  position  is  agreed with  the  users  that  install  the 
device  or  run  the  mobile  application  on  the 
smartphone or navigator. RFID  is quite unsuitable  to 
detect devices because of  the  small  range of action. 
Bluetooth can be more suitable but expensive, since 
specific station to collect the passage is needed. Wi‐Fi 
access  points  are  less  reliable  in  detecting  the 
presence  of  motorized  sources  with  respect  to 
physical devices, and GPS methods.   
We  decided  to  use Wi‐Fi  Access  Points  as  counter 
devices: given the high distribution of mobile devices 
and  the  low  cost of  a Wi‐Fi AP,  and  the  fact  that  a 
large  number  of APs  is  already  installed  in  the  city. 
This  solution  is quite  cheap  and easy  to  implement, 
also  considering  that many municipalities  offer  free 
Wi‐Fi  connectivity,  and  the needed  coverage  can be 
easily  obtained.  Therefore,  the  identification  of  the 
best  placement  of Wi‐Fi Access  Points,  as  detectors 
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selected in case (b). 
d) High  Traffic  APs  (top  400):  identification  of  the 

streets  with  the  highest  trace  flow  rate  (those 
that have at  least 3000 traces) and then starting 
from the 804 APs of case (b) and considering only 
the top 400 APs (see Figure 6c for the OD matrix). 
This  set of APs  is a  subset of  the  set  selected  in 
Case b. 

e) Real  augmented  with  selected  High  traffic  APs: 
the  real distribution of  the AP  in San Francisco’s 
downtown was  integrated with  the  top  300  AP 
from case (d) with the highest traffic rate. This set 
was then cleaned up by removing those APs that 
were found to be at a distance less or equal than 
50  m  from  the  real  APs,  and  removing  also 
intersecting  APs,  thus  resulting  in  400  APs  (221 
real APs, 179 selected high traffic APs).       

 
The resulting OD matrix for these distributions of APs 
has  been  estimated  by  computing  the  intersections 
between the real cab measures with the placed APs, 
according to a capturing range of 25 m radius. The OD 
matrix  for  this  configuration  was  generated  by 
evaluating  the  traffic counts among  the various APs, 
grouped  by  the  zip  code  they  belong  to.  The  chord 
diagrams of these scenarios are reported in Figure 6. 
 
The  interactive  versions  of  the  chords  diagrams  in 
which it is possible for each couple of locations to see 
the effective  flows  (in a way and  in  the other,  for a 

given  time  slot  of  the  day)  are  accessible  on 
http://www.disit.org/6694.   
 

IV. Experimental Results Analysis 
A  comparative  analysis  of  traffic  flows  was 
conducted,  using  the  above  cited  set  of  cab  traces, 
consisting of 11,219,955 unique detections  from 536 
cabs, with  respect  to  the above described scenarios. 
With  the  above  assumptions  the  real  set  of  APs 
placed  in  the  city  centre  was  used  to  sample  the 
original data set, by calculating the APs  intersections 
with  the  cab  traces.  The  OD matrix was  calculated 
from  the sampled data set  (considering each city zip 
code as a separate area), reporting the traffic counts 
among every city area. 

 
This  procedure  was  repeated  by  choosing  the  APs 
with a pseudo random technique, and by placing the 
APs  only  in  the  roads  with  the  biggest  amount  of 
traffic.  After  that,  a  comparative  statistical  analysis 
was  conducted  for  each  configuration  (see  Table  I). 
The  traffic  flow  outcome  is  predicted with  a  linear 
regression,  finding  the  parameters  that  best  fit  the 
data in the linear model 
 

y = αx + β                            (3) 

 
where  x  is  the dependent  variable or predictor  (i.e., 
traffic  counts as  registered by  the  sensors), and  y  is 
the outcome  (i.e., predicted  traffic  counts). Building 

Model    Coefficient Std. Error t‐statistic p‐value  Correlation # APs
Real APs      β 

α 
280393.858

9.448
19874.972

0.543
14.108
17.400 

0.000
0.000

0.446 983

Real APs (cc)                                          β 
α 

1598664.580
1.714

116546.825
1.141

13.717
1.502 

0.000
0.135

0.12 494

(a) Random APs (cc)                              β 
α 

690144.338
52.921

75267.849
2.813

9.169
18.816 

0.000
0.000

0.835 400

(b) High Traffic APs (cc)                        β 
α 

684144.945
10.942

52950.289
0.389

12.921
28.114 

0.000
0.000

0.915 804

(c) High Traffic APs (bn, cc)    β 
α 

1101641.803
13.586

86354.599
1.159

12.757
11.727 

0.000
0.000

0.687 448

(d) High Traffic APs 400 (cc)                β 
α 

810743.094
24.429

70801.471
1.297

11.451
18.829 

0.000
0.000

0.835 400

(e) High Traffic APs (bn, cc)    β 
α 

748987.390
39.960

58260.615
1.634

12.856
24.453 

0.000
0.000

0.892 400

          Table I ‐‐ COEFFICIENTS — REAL APS, CC = CITY CENTER, BN = ZIP BOUNDARIES (WITHIN 300 METERS)   
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V. Conclusions   
In this paper, we presented a  flow analysis using OD 
models  of  traffic  counts.  Considering  public  Wi‐Fi 
access  points  is  not  reliable  in  determining  an 
effective  model  for  the  city  traffic  flows.  Instead, 
placement  of  sensors  only  in  proximity  to  the 
boundaries of high  traffic  routes yields a statistically 
significant linear relationship, between the OD matrix 
trip of  sampled and  real data. Thus,  it  is possible  to 
model the traffic behaviour with a  limited amount of 
traffic  counters  (in  this  context Wi‐Fi  access  points) 
with  an  acceptable  precision.  The  proposed 
methodology  is  general  and  can  be  applied  to 
different urban scenarios, in the context of Smart City 
traffic  management.  It  makes  use  of  Wi‐Fi  access 
points  (AP)  distributed  across  the  city  of  San 
Francisco.  Comparative  analysis  has  shown  an 
increased precision of the AP positioning validated by 
obtaining an OD matrix and assessing correlation with 
the  actual  OD  taken  from  the  original  real  data  by 
considering  cab  flows  from  high  traffic  zones, 
positioned in proximity of the zones boundaries, with 
respect  to  random uniformly distributed or  real APs 
(e.g., restaurants, hotels, schools).   
The approach allows identifying which are the strictly 
needed AP  to be added with  respect  to  the AP  that 
can  be  already  in  place  in  the  city,  to  exploit  the 
whole  infrastructure  of  Wi‐Fi  also  for  people  flow 
monitoring and assessment. 
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Abstract—Logistics activities refer to transporting materials 
and/or storing them in specific warehouse (platforms) for a given 
period of time. Typical problems are related to route and vehicle 
load optimization and monitoring of transportation conditions. 
GPS availability in the vehicles allows transportation companies 
to remotely check if vehicles are on schedule. Such information is 
often related to a single shipment. This paper presents a web tool 
which aims to support analysts through an interactive 
visualization technique that shows all routes performed by the 
vehicles in a given period of time on a geographic map. The tool 
allows analysts to perform explorative analysis in order to obtain 
information that otherwise is difficult to get. Various filters help 
them to reduce the visualized data to a manageable quantity. The 
interface is simple, complex queries can be executed by specifying 
a few parameters and performing zoom & pan gestures on the 
map. 

Keywords: route visualization; transportation analysis; logistics 

I. INTRODUCTION 
A recent project we worked to aimed at providing 

commercial opportunities to small and medium size enterprises 
by developing a system that enables all stakeholders involved in 
logistics to improve the cooperation and the visibility in the 
market. The project covered industrial processes from the 
acquisition of raw materials to the delivery of the final product 
to the client. There is a difference between the products and the 
materials to be transported. While the products are the result of 
a production process, transported materials also include 
intangible goods, such as information flows (orders, invoices, 
marked data, etc.). The combination of physical and information 
flows is an added value of the project. The developed system 
addresses a number of companies with different capability 
involved in logistics, which offer various goods and services. 
The system offers multimodal services and use new technologies 
to perform advanced planning, schedule, tracking, and analysis. 
This allows the producers, but also transportation companies, to 
reduce the quantity of unsold products, the storage time, to 
shorten or speed up the supply chain. 

In early 50s the term logistics focused only on the movement 
of goods. Starting from the mid-1970s, methods to move goods 
more efficiently were considered. Today logistics includes the 
logical flow that accompanies the physical flow, which consists 
in documents and information of the process to pack, load, 
transport and deliver goods. Company managers that organize 
their fleets need to know the position of each vehicle, 

information about the route, transportation conditions and 
drivers’ conditions. Vehicles are equipped with GPS. Sensors 
are often installed in the containers to constantly monitor the 
transport conditions. Today, transportation tracking is very 
common and the carrier can provide the client with the position 
or the stage in the process where the ordered product is.  

On the carrier side, typical problems involve the 
optimization of vehicle load and routing, which often deal with 
mathematical models from the operational research field. About 
twenty years ago, routing was the main issue [1], then further 
issues related to load optimization and route scheduling occurred 
[2]. Later, with the goal of improving service quality and 
reducing costs, research focused on the planning of the entire 
supply chain [3]. Such methods are now robust and work pretty 
well. However, operational research algorithms are considered 
as black boxes, and the analysts do not get a precise 
understanding of how data are processed and the results are 
obtained. Moreover, optimization algorithms often take into 
account a single delivery and provide weak support for long-
term analysis. 

Common problems in logistics are due to: the high number 
of actors in the supply chain; the request of a small quantity of 
products; routing scheduling; load optimization; transportation 
condition quality; little or no use of intermodality. The 
developed system provides the involved companies with a time-
based strategy [4] that performs appropriate planning and 
scheduling; allowing them to easily cooperate. 

Logistics processes generate huge and dynamic datasets, that 
analysts find difficult to understand. The tool presented in this 
paper provides a visualization technique useful for analysts 
working in transportation, interested in understanding the 
complex and dynamic spatial interactions among products 
(either components or finished ones), producers, carriers (e.g. 
road, rail marine, flight companies, logistic providers), 
consignees, and clients (those who order goods and trigger 
transportations). The visualization technique has been developed 
according to the Shneiderman’s Visual Information Seeking 
Mantra [6], which prescribes to provide a general  overview of 
the data, but also the possibility to filter data in order to allow 
the user to concentrate on specific data of interest and, finally, to 
provide details on demand. Thus, the tool first shows an 
overview of routes of many shipments and provides filters to 
refine the visualized data in order to support the data analysis 
process. The user activates filters by modifying the value of 
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various attributes, related to tracking (e.g. order date, delivery 
time, customer code), vehicles (e.g. transportation company, 
vehicle code, vehicle characteristics), load (e.g. weight, 
packaging, items no., product type), and delivery (e.g. address 
and location, date and time). Details of specific item are 
provided if the user requests them. 

Next section briefly reports some related works about 
visualization of mobility, traffic, space and time, including also 
time series and process visualization. Section III presents the 
developed tool. Section IV concludes the paper, also 
highlighting some future work. 

II. RELATED WORK 
To the best of our knowledge, logistics companies do not use 

advanced visualization to analyze data. They often use software 
systems whose outputs show icons overlaid on geographic maps, 
in order to indicate the position of a vehicle and provide 
information such as the status of vehicles (stopped, moving, 
broken, …).  

Many works in the literature focus on mobility data, which 
refers to objects that change position during time. Movements 
can be represented as continuous paths in space that are also 
movement in time. Such continuous paths can also be seen as a 
composition of various spatial events [7]. A given path can also 
be enriched with additional data, such as the carrier and the cost 
for the shipment.  

About traffic data visualizations, Chen et al. presented a 
survey that illustrates basic concepts and focuses on methods 
that address temporal, spatial, numerical and categorical 
properties [8]. In the survey, data are classified as location-based 
(where an object is detected), activity-based (what the object is 
doing), device-based (what is generating the data). The survey 
focuses on trajectories and incident visualization. 

Time dependent data can be visualized in different ways, 
according to analysis goals and data characteristics. For instance, 
a visualization can be appropriate if the periodicity is relevant 
(in case anthropic activities or seasonal factors are important), 
while a completely different visualization is needed  if time is 
considered as a continuous entity. Several proposals consider the 
periodicity, identified with radial [9] or spiral [10] 
visualizations. Many others visualize time linearly, often using 
line charts, which, however, are not very good in dealing with 
multivariate data. A survey on the most well-known 
visualization techniques for time-dependent data has been 
performed in [11]. The problem with multivariate visualization 
has been addressed in various ways. As an example, 
TimeSearcher adopts multiple panels, stacked and aligned 
according to a timeline in order to highlight correlations of the 
studied phenomena [12]. 

Abstract representations are well suited for visualizing 
process; the technique in [13] uses block diagrams to visualize 
supply chain data. 

Many visualizations proposed in the literature have some 
issues that prevent utilization by potential users. Russell 
performed a study on a company that uses big data every day in 
order to improve its service [14]. The goal was to understand 
how such proposed visualizations are used today for analytical 

purposes. This study showed that new Information Visualization 
techniques are perceived useful in the investigation phase of 
research, but they appear to be peripheral to everyday work in 
companies. Among the reasons of such low adoption in working 
practice, there is the difficulty of preparing data for the 
visualization. This suggests that designers and developers 
should produce visualizations that, rather than being appealing, 
first and foremost are easy to understand and easy to use by the 
intended users. Even with simple representations, it is possible 
to perform good analyses. The example of the data table 
presented in [14] is very simple but it is well suited for the 
analysis it has to support. 

III. THE VISUALIZATION TOOL 
The goal of the work reported in this paper is to produce a 

simple, easy and immediate analytical tool that can display 
transportation information very quickly in order to support data 
analyst in their daily work. According to the Shneiderman’s 
mantra [6], the tool provides an overview of available 
transportation routes on a geographic map, a set of filters to 
reduce the dataset to the item of interest and details of the 
visualized data, if required. As a case study, this paper presents 
data about shipments of a company in South Italy in 2014. 

 
Figure 1. Simplified schema of the tool architectural organization. 

Figure 1 shows a simplified schema of the tool architectural 
organization. Stakeholders interacting with the tool are 
represented at the bottom part of the schema, for example, a 
customer that buys a product and wants to keep track of the 
order, or an analyst who wants to find information about 
deliveries. Map component, a module that is part of Logistic 
DBE, allows the users to interact with the map and data 
represented on it. The map is visualized using OpenLayers 
libraries [5]. The Logistic DBE (Digital Business Ecosystem), 
represented in the middle at the top of the schema of Figure 1, is 
the overall logistics system developed in the project, which 
stores information about logistics stakeholders, such as 
customers, carriers, producers, and service providers, for various 
activities. The DBE consists of many modules; its complete 
description is out of the scope of this paper. One of the core 
components is the EDI (Electronic Data Interchange) that allows 
various components to communicate in different formats, 
means, and modalities. 
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Figure 2. Overview of the transportation paths. A number of filters allow the analyst to select needed information. 

Carrier (Figure 1) indicates companies that provide the 
service of shipping goods from the producer to the customer. 
Each vehicle sends information about the position and metadata 
of the transportation, in order to allow vehicle and good tracking. 
Vehicles send to the Logistics DBE data such as vehicle ID, 
timestamp, geographic coordinates, and data related to the 
sensors on board of the vehicle. Such sensor measurements can 
be related to temperature, solar radiation, humidity and other 
parameters relevant for the transported goods. 

Producer/seller are the companies that offer products to the 
market and ask logistics solutions to the Digital Business 
Ecosystem. 

One of the goals of Information Visualization is to help users 
forming their mental model about data. When dealing with 
geographic data and routing, it is quite obvious to show data 
through maps. Maps are used in transportation companies to 
have a clear idea about the position of their vehicles. During the 
project, we made on-site visit to transportation companies. We 
found that they use different tools for monitoring real-time 
conditions and traditional visual techniques are used to analyze 
historical data. An example is the use of histograms to visualize 
the time spent by a given driver on a vehicle. The analysis of the 
routes taken by the companies, however, were performed 
through specific queries to their database, with no support of any 
visual tool. The goal of the tool described in this paper is to help 
analysts to amplify their knowledge on data. Route data and 
layers for the representation of countries, borders, cities and 

other geographic information are stored in the Data layer 
(Figure 1).  

The example reported in Figure 2 relates to the routes of 
different transportation companies that operated for a company 
that sold wine in the year 2014. Areas served by such company 
are immediately visible; in fact, the wine company works very 
much in South Italy, more specifically in the Apulia region. 
Many shipments go to Rome, Milan and other cities of Italy. The 
company has clients also in Europe and the routes mostly spread 
vertically leading to North. It is immediate to see that Spain and 
France are not part of the sale market of the company. The 
company does not even sell products to Sardinia and Corsica 
islands and performed just one single delivery to Sicily, namely 
to Catania. 

On purpose, the map has a light solid colour, in order to avoid 
distracting the analyst with useless details. Region names and 
other details are shown on demand.  

As visible in Figure 2, the user interface is divided in three 
main parts: the left panel contains a list of filters and operations 
to perform on selected data; in the middle, the map is shown; the 
right panel contains visualization options and the legend.  

Available filters depend on the attributes in the company 
dataset (see left side of Figure 2). In particular, Date allows the 
user to select an interval of dates of interest. If the user wants to 
see all shipments that occurred, for instance, in March and in 
September, he or she should use the Month filter that allows 
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him/her to select noncontiguous months. Carrier is a searchable 
list of companies that provide the transportation service. Once 
selected, the user types a few character of the company name 
and the list narrows down, according to the typed characters. 
More than one transportation company can be selected. Figure 3 
shows the selection of Mail Boxes and BRT SpA; consequently, 
all routes performed by other companies are removed from the 
visualization. 

 
Figure 3. The Carrier filter shows the selection of two companies 

Km filters all routes that satisfy the specified minimum and 
maximum distance between departure and destination. To set 
such values, the double slider shown in Figure 4. A double slider 
component filters all routes whose lengths are between 400 and 
1320 Km. is used; in the shown example, the user selected all 
routes whose length is between 400 Km and 1320 Km. The 
extremes of the interval depend on the available dataset. In the 
case reported in Figure 4, the maximum distance is the 
destination to the Dublin area (Ireland), which is 2840 Km long. 
The use of a double slider is also appropriate for Total cost and 
Transportation fees, since they allow visualizing only routes 
whose total cost and transportation fees, respectively, are 
between minimum and maximum values specified by the user.  

 
Figure 4. A double slider component filters all routes whose lengths 
are between 400 and 1320 Km. 

Start and Destination filters are similar to the structure of 
Carrier filter, and are used to specify starting and destination 
locations. On time delivery filters only deliveries that are on 
time.  

Save Filters saves the current filter combination for later use. 
Once selected, the user can leave the default value or he/she can 
assign a different name to easily remember it. In the example of 
Figure 2 there is one saved filter, available in the box Saved 
Filters on the right column and named by the user as “Long 
routes 2k+”, meaning that the filter shows only routes longer 
than 2000 Km. When the filter is selected the visualization 
changes according to the parameters specified in the saved filter. 
The user may modify and delete the saved filters. 

 See Details is not a filter but once pressed, it shows the data 
in a tabular format. This is a common request made by the users, 
which do not completely believe in visualizations and want to 
see their data. It is also mentioned in the Shnederman’s Mantra 
(details on demand) [6]. 

The user may also want to keep routes to make comparisons 
with other filter combination. Keep on Map keeps the current 
filter combination and shows the routes with another color in 
order to compare this with another selection. For instance, one 
may want to compare the routes made in the month of January 
with those of June. The button Cancel Keep on Map removes 
such temporary selection. 

The Number of Routes box at the top of the right column in 
Figure 2 indicates the number of displayed routes. 

As stated before, in order to avoid user overloading, the 
visualization initially shows the routes on the map with few 
details (see Figure 2). The user, depending on his/her needs, can 
operate on the parameters in order to see details of interest.  

The Show/hide Elements  panel on the right of the screen in 
Figure 2 contains buttons that give the possibility to 
visualize/hide elements on the map.  

 

 

 
Figure 5. Different layers displayed on screen: a) province of the route starting point; b) provinces of destinations; c) provinces intersected by at 
least one route (routes are not visible); d) routes; e) route starting point (only one in this example) and destination cities. 
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Figure 5 shows some outputs generated after clicking on 
buttons in the Show/Hide elements panel: selecting the 
checkbox Start Provinces generates the output in Figure 5a, in 
which the starting locations (only one in this case) are shown; 
selecting the checkbox Destination Provinces generates the 
output in Figure 5b, in which the delivery locations are shown. 
selecting the checkbox Province Intersections generates the 
output in Figure 5c, in which the locations intersected by 
routes; selecting the checkbox Routes (selected by default) 
generates the output in Figure 5d, in which routes are shown; 
selecting the checkbox Loading Locations generates the 
output in Figure 5e, in which starting locations (only one in 
this case) of the routes are shown; selecting the checkbox 
Delivery Locations generates the output in Figure 5f, in which 
delivery locations of the routes are shown. 

Figure 6 shows the visualizations of Figure 2 in which it is 
applied a zoom on Italy. With respect to Figure 2, several 
details are shown, including the borders of Provinces. The user 
can easily see that many provinces in Italy contain destinations 
with at least one delivery. Thirteen provinces that do not 
include destinations are crossed by routes. These areas should 
be further investigated in order to understand why there are no 
clients in such provinces. The dataset used for this example 
refers to a company that produces wine in the South Italy; it is 
evident that most of the clients are Italians. This company also 
sells products in Europe, even if there are very few delivery 
destinations (about 30, see Figure 2). 

IV. CONCLUSIONS AND FUTURE WORK 
This paper presented a tool whose goal is to provide 

visualizations that help analysts of logistics data in 
understanding such data in order to provide a support for 
making decisions. The tool has been developed as part of a 
bigger system, composed by many modules, which aims to 
support companies in improving their product offer for their 
potential clients. In the design of the tool, Shneiderman’s 
mantra [6] as well as suggestions to provide simple 
representations [14] were the guiding principles for generating 
a visualization that can be useful for its users. 

The described tool could be enriched with other 
visualization techniques, which can reveal different aspects of 
data in order to increase user knowledge. One possibility can 
consider abstract routes instead of positioning them on the 
map. This could open to more possibilities for comparison, 
ordering and visualizing according to various attributes.  

The tool has been developed on the basis of a User-
Centred Design [15]. Informal tests with a few users were 
performed to evaluate the various tool prototypes. More 
formal user tests are planned in the future, involving domain 
experts; we expect to find indications in order to fine tune the 
present features and identify further useful feature to be 
implemented. 
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Figure 6. Various elements visualized on the Italy map 
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The Twenty Third International Conference on Distributed Multimedia Systems, 
Visual Languages and Sentient Systems 

Wyndham Pittsburgh University Center, Pittsburgh, USA 
 July 7 - 8, 2017 

ksiresearchorg.ipage.com/seke/dmsvlss17.html 
 

Organized by 
KSI Research, USA 

 
The main theme of the 23rd International Conference on 
Distributed Multimedia Systems, Visual Languages and 
Sentient Systems (DMSVLSS2017) is Sentient Multimedia 
Systems, which are distributed systems capable of actively 
interacting with the environment by gathering, processing, 
interpreting, storing and retrieving multimedia information 
originated from sensors, robots, actuators, websites and 
other information sources.  
 
The conference organizers seek contributions of high 
quality papers, panels or tutorials, addressing any novel 
aspect of sentient multimedia systems that significantly 
benefits from the incorporation/integration of multimedia 
data (e.g., visual, audio, pen, voice, image, etc.), especially 
in visual languages and distance education technologies, 
for presentation at the conference and publication in the 
proceedings. Both research and case study papers or 
demonstrations describing results in research area as well 
as industrial development cases and experiences are 
solicited. The use of prototypes and demonstration video 
for presentations is encouraged.  
 
Selected Papers of DMSVLSS2017 will be published in 
special issues of JVLC and VLSS  
 
Co-Located Conference  
The International Conference on Software Engineering and 
Knowledge Engineering (SEKE2017) will be held at the 
same hotel from July 5 to July 7, 2017.  Authors are 
welcome to contribute papers and attend both conferences. 
Its website is: ksiresearchorg.ipage.com/seke/seke17.html 
 
Topics include but are not limited to: 

Distributed and Sentient Multimedia Technology 
Distributed and Sentient Multimedia Models and 
Systems 
Applications of Distributed and Sentient Multimedia 
Systems 
Visual Languages and Applications 
Distributed Education Technologies 

 
Workshops and Special Sessions  
This year, DMSVLSS2017 will be held in conjunction with 
workshops and special sections. Papers submitted to 
workshops or special sessions are invited by the program 
committee chairs of the workshops/special sessions. 
 
Hotel Information 
The hotel has made available for these limited dates (7/4 - 
7/9/2017) to DMSVLSS 2017 attendees a discount rate of 

$109 US dollars  per room, per night, single/double 
occupancy, including free WiFi in hotel room and free 
parking, not including sales tax. For other days prior to or 
after the conference period, the hotel will provide best 
available rate. Guests can make on-line reservations by 
visiting the hotel's reservations website at 
www.wyndham.com. Please enter the hotel's zip code 
"15213" and arrival/departure date. Then click "special 
rates". Then click "group code". Enter the group code 
"07036841SE" and click "enter" and then finally  click 
"find it". The name of the group and rate should appear. 
Please complete making the reservation in the usual 
manner. If you have problems please contact (412) 682-
6200 and talk to Reservation Desk. 
 
Information for authors 
Papers must be written in English. An electronic version 
(PDF format) of the full paper should be submitted using 
the following URL:  
https://www.easychair.org/conferences/?conf=dmsvlss20
17.  When submitting, select the main conference 
DMSVLSS2017 or one of the special tracks. Manuscript 
must include a 200-word abstract and no more than 8 pages 
of double column text (including figures and references). 
All submissions must not be published or under 
consideration for publication in a journal or in a conference 
with proceedings. Papers will be evaluated based on 
originality, significance, technical soundness and clarify of 
exposition. Depending upon the results of evaluation a 
paper may be accepted as regular paper (10 pages), short 
paper (7 pages) or technical notes (1 page and demo/poster 
presentation). 
 
Information for reviewers 
Papers submitted to DMSVLSS2017 will be reviewed 
online. The users (webmaster, program chair and reviewers) 
can login using the following URL: 
https://www.easychair.org/conferences/?conf=dmsvlss2017. 
 
Contact Information 

DMSVLSS2017 Conference Secretariat 
KSI Research 
156 Park Square, Pittsburgh, PA 15238, USA 
E-mail: dmsvlss2017@easychair.org 

 
Important dates 

Paper submission due: March 15, 2017 
Notification of acceptance: April 20, 2017 
Camera-ready copy of revised paper: May 10, 2017 
Early conference registration due: May 10, 2017 
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