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DMS 2013 Foreword

Welcome to DMS 2013 — the 19th International Conference on Distributed Multimedia Systems!

Multimedia is now ubiquitous in computing and continues to evolve, advance and expand in many
exciting new areas. The main theme of the 19th International Conference on Distributed Multimedia
Systems (DMS 2013) is multimedia inspired computing. With the recent evolutions of media, social
media and semantic computing, a large range of new research areas and applications have arisen. New
challenges include: data modeling and analytics, data rendering and presentation, user interaction,
massively parallel programming, big data, semantic and intelligence, simulation and reasoning, and
beyond. The new challenges and research strands are particularly important for an increasing number
of end-users, domain experts, IT professionals, practitioners. Together, we are going to have a large im-
pact on productive activities, making positive changes in the economic trend and combating recession.

The conference is organized in sessions to focus on a variety of specialized themes, including: Slow
Intelligence Systems, Multimedia Content Modeling, Software Development and Cloud Services, Mul-
timedia & Gaming, Reasoning and Visualization of Computational Processes, Collaboration & Assess-
ment, Visual Art and Design & Human-Machine Interface Design, Learning Objects, Visual Languages
& Visual Programming. Two workshops which extended the main conference offerings, and comple-
mented the conference program are: the International Workshop on Distance Education Technologies
(DET 2013), and the International Workshop on Visual Languages and Computing (VLC 2013).

The paper selection was based upon a rigorous review process, with an acceptance rate of 43%. The
conference program also includes short papers, posters and demo to discuss ongoing research activities
and applications.

DMS 2013 is pleased to welcome Dr Roberto Laurini as our keynote speaker. Roberto is a Professor
Emeritus at the University of Lyon, France, and a KSI Fellow. He is internationally renowned in the
domains of geographic information systems, geographic knowledge management and multimedia in-
formation systems.

The DMS conference continues to be an international research hub. This year we are expecting authors
and guests from 16 countries: Australia, Austria, Brazil, Canada, China, Czech Republic, Germany,
Ireland, Italy, Japan, Mexico, Saudi Arabia, South Africa, Taiwan, UK, and USA.

As program co-chairs, we would like to express our appreciation and gratitude to the dedicated inter-
national program committee members, conference support staft, particularly the Steering Committee
Chair Dr S.K. Chang and his team from the Knowledge Systems Institute, all authors who submitted
papers, presenters and participants. Thank you all for contributing to the success of the conference.

We are delighted to welcome you to the 19th International Conference on Distributed Multimedia
Systems (DMS 2013). We hope that you will find this year’s conference exciting and rewarding with
synergetic and enthusiastic exchange of latest research ideas, and we hope that you will also find some
time to enjoy the beautiful sights, sounds, and tastes of the south coast of Great Britain.

Paolo Nesi and Kia Ng
DMS 2013 Program Co-Chairs
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Keynote
A Conceptual Framework for Geographic
Knowledge Management

Professor Roberto Laurini
KSI Fellow

Abstract

In many applications, the management of geographic knowledge is very important especially for
urban and environmental planning. However there are several practical problems hindering the
efficiency, some of them being technical and other being more conceptual. The goal of this talk is
to present a tentative conceptual framework for managing practical geographic knowledge taking
account of accuracy, rotundity of earth, the mobility of objects, multiple-representation, multi-scale,
existence of sliver polygons, differences in classifying real features (ontologies), the many-to-many
relationship of placenames (gazetteers) and the necessity of interoperability.

Therefore, geographic objects must be distinguished into several classes of objects with different
properties, namely geodetic objects, administrative objects, anthropic (manmade) objects and natural
objects.

Regarding spatial relations, in addition to conventional topological and projective relations, other
relations including tessellations and ribbon topology relations are presented in order to help model
geographic objects by integrating more practical semantics.

Any conceptual framework is based on principles which are overall guidelines and rules; moreover,
principles allow at making predictions and drawing implications and are finally the basic build-

ing blocks of theoretical models (theories). But before identifying the principles, one needs some
preliminary considerations named prolegomena. In our case, principles will be essentially rules for
transforming geographic knowledge whereas prolegomena will be assertions regarding more the
foundations of geographic science.

Based on those considerations, twelve principles are given, preceded by twelve prolegomena. For
instance, some principles deal with the transformation of spatial relationships based on visual acuity,
with the influence of neighboring information and cross-boundary interoperability.

New categories of geographic knowledge types are presented, spatial facts, cluster of areas, flows of
persons, goods, etc., topological constraints and co-location rules.

To represent knowledge chunks, three styles are presented, based respectively on descriptive logics,
XML and visual languages. To conclude this talk, an example of visual language to manage geo-
graphic knowledge is proposed.
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About the Speaker

Dr. Robert Laurini (sometimes called Roberto) is presently Professor Emeritus at the Computing De-
partment of INSA-Lyon, University of Lyon, France. He is an expert in the domains of geographic
information systems, geographic knowledge management and multimedia information systems. He
has overall worked on spatial indexing, conceptual modelling of geodata, quality control of geodata,
field-oriented databases, interoperability of geographic database and chorems as visual tools for rep-
resenting geographic knowledge and visual summaries of geodatabases. He got two doctorates from
the Claude Bernard University of Lyon, worked as researcher in the University of Cambridge, UK,
and visiting professor at the University of Maryland, College Park, USA. From 1995 to 2008, he had
also a teaching position at the IUAV University of Venice, Italy. He is fluent in French, English, Ital-
ian and Spanish. He has tutored more than 40 PhD on those domains. He is/was associated editor of
the following journals, « Journal of Visual Languages and Computing », « Computers, Environment
and Urban Studies », « Geolnformatica », « International Journal of Geographical Information Sci-
ences », etc. He received two awards from ACM one in 1998 and the second in 2010 for his works.
He wrote several books, among other « Fundamentals of Spatial Information Systems » with Derek
Thompson which was a best seller. During 10 years, he was the president of the steering committee
of the ACM GIS conference. From 1980, he his vice-president of UDMS (Urban Data Management
Society) whose goal is to promote urban information systems. In addition, he was member of scien-
tic committees of more than 100 conferences. He has been involved in PhD committees in 17 coun-
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A dynamic spine model for interactive hypermedia synchronization

Augusto Celentano
Universita Ca’ Foscari, Venezia, Italia
auce @dsi.unive.it

Abstract

This paper presents a model for interactive hypermedia syn-
chronization based on an extension of the concept of spine
introduced by the 1EEE 1599 standard for music descrip-
tion. The model draws from the early hypermedia models
some basic concepts framing them in current world wide
web scenario, and integrates the user interaction into dy-
namic media behavior in a coherent and seamless way.

1 Introduction

The conception, design and development of hypermedia
systems has produced the most innovative results around
the "90s of the last Century, when basic concepts have been
analyzed and formalized coming to a systematic study of
a rapidly growing field. The theoretical models such as
the Dexter Hypertext Reference Model [7] and the Ams-
terdam Hypermedia Model [9], to cite only the first two ref-
erence models for hypertext and hypermedia, set the mile-
stones in the development of hypermedia systems by defin-
ing and consolidating the concepts of link, anchor, naviga-
tion and synchronization. Early systems like, e.g., Interme-
dia [14] and Notecards [8], payed great attention to model-
ing the user activity during information exploration, gener-
ating navigation assistants like maps, hierarchies, indexes,
histories, etc..

With the advent of the world wide web these concepts
and they implementation have been standardized but also
simplified due to the need of implementing a unique model,
accommodating the needs of a large and heterogeneous
population of users. Concepts like link typing, bidirectional
linking, global and local views, history, maps, were imple-
mented in early hypermedia systems to help users to navi-
gate in a semantically rich environment without being over-
loaded by the information. In the world wide web many
of these concepts have been removed from the document
and navigation implementation, and associated to content
design, thus leading to two contrasting results: the possi-
bility of specifying in a more precise and accurate way the
context of a link by describing it explicitly in the document

but, conversely, the need to specify in the document text not
only its content but also its structural context.

A similar evolution can be observed concerning media
synchronization, that has its focal model in AHM, the Am-
sterdam Hypermedia Model [9] from which the W3C stan-
dard SMIL language [13] has been designed. AHM defines
temporal links that allow a set of documents to be tempo-
rally coordinated, i.e., related in time instead of space. Mu-
tual time dependencies are associated to links, that become
complex structural elements carrying the change of context
between their source and target ends. AHM, however, still
considers the user a navigator in space, while in the time
dimension his/her actions are limited to little more than me-
dia play and stop. A better role was given to the user by the
Firefly system[4], but a rich user interaction has not been
considered an essential part of hypermedia functionality un-
til recent times.

Indeed, the problem of putting the user in the hyperme-
dia synchronization loop has been approached long since
with formal models and authoring systems implementa-
tions. Dynamic timed Petri nets are introduced in [12] to
describe the synchronization of media streams after user
actions like skipping parts of a presentation, reversing it,
pausing, resuming, scaling speed, etc.. Media scheduling
in terms of duration and ordering is analyzed in [10] by
considering similar user actions, including hyperlink jumps,
forward and backward jumps, speedig-up and slowing-
down, etc.. In these works the structure of a multimedia
document is not affected by the user, who can only act on its
temporal properties. A more complex scenario is presented
in [5], where the user is able to select the way a multimedia
presentation is played by personalizing its structure, select-
ing and navigating parts of the content on a logic rather than
temporal base, narrowing the gap between the author’s and
the reader’s roles.

In this paper we present a model for interactive hyperme-
dia synchronization; the model is based on two key ideas:
a generalization of the concept of link as a carrier across
media items of the events triggered by dynamic media and
user interaction, and an extension of the concept of spine,
a time segment introduced by the IEEE 1599 standard for



music description, here used to dynamically host, in a time
ordered way, the events as they happen during a hypermedia
presentation.

The paper is organized as follows. In Section 2 hyperme-
dia synchronization and user interaction are discussed. Sec-
tion 3 presents the synchronization model. Section 4 briefly
introduces the main implementation issues. A discussion
and the concluding remarks are in Section 5.

2 Synchronization of dynamic media with
user interaction

While in HTML the primary action associated by design
to an anchor is the navigation towards another document
or another section, anchors are indeed general purpose in-
teraction elements. The Web 2.0 paradigm induced a shift
towards programming applications as dynamic documents:
while the HTML/CSS part takes care of the presentation in-
terface, javascript and other similar languages implement
the application logic by changing the internal state of the
application and the user view according to the user com-
mands. Traversing a link to another document or section
is only one of the possible actions associated to an anchor,
often not the most frequent.

Nevertheless, from an external point of view a wide
range of information based applications still rely on naviga-
tion, that occurs in several ways: in space, by changing the
locality of the view; in structure, by changing the appear-
ance of the view; in time, by playing, pausing and stopping
continuous media like audio and video.

In many applications coherent rules for moving within an
information space exist, as demonstrated by the large num-
ber of application generators and information based proto-
typing environments. They provide ready-made models to
access, manipulate and visualize information coming from
structured or semistructured data repositories, and also in-
terface templates suited to such models. What is still miss-
ing is a model able to unify the relationships among differ-
ent dynamic media and between them and a user, and able to
help the designer not only to design such relationships with-
out relying on low-level programming, but also to validate
them and to check for the coherence of the whole hyperme-
dia.

As discussed above, one of the drawbacks of old hyper-
text/hypermedia models is that user interaction and naviga-
tion was mainly considered in spatial terms. Time-related
actions like pause, speed-up, reverse, etc., are provided
without considering the need for changes in media sequenc-
ing and linking. In other words, the focus is on control-
ling the individual multimedia components rather than the
overall non linear document structure. Yet, there are several
cases in which the user needs to act in more sophisticated
ways then simply changing the speed of a presentation or
playing it in reverse.

For example, in educational multimedia the user browses
multimedia documents either driven by the application logic
or freely, exploring information at his/her own pace. The
structure of educational applications is far from being lin-
ear, and fits well the hypertext paradigm: surveys, deepen-
ing of concepts, related readings, experiments, references
are common and intermixed. In such an environment the
user must be able to control not only the dynamics of sep-
arate media (by playing, pausing and resuming audio and
video clips) but also, and mostly, by activating and synchro-
nizing them in a coherent way.

For example, if a student brings into the interface and
starts reading a relevant text while watching an educational
video, the video should be automatically paused. While
reading the text, the student could find useful to browse
other material, that could be of multimedia nature, requir-
ing proper playing and pausing of continuous media without
conflicts and interference among them. All such dependen-
cies should be expressed at hypermedia design time rather
than left to the care and attention of the user.

3 A model for synchronization specification
in interactive hypermedia

We introduce a model for describing synchronization in in-
teractive hypermedia based on a set of related concepts: me-
dia, event, anchor, link, user interaction and spine. Most
of these concepts are drawn from existing (and sometimes
old) hypermedia models. From each model we have taken
the concepts most suitable to be integrated into a compre-
hensive and homogeneous framework facing all the aspects
related to media synchronization and user interaction. A
special attention has been given to the possibility of imple-
menting the model using current web-based technology.

The model focuses on a discrete, event-based represen-
tation of synchronization [3, 6]. With respect to timeline
based models such as SMIL, the main advantage is the
ability to address synchronous and asynchronous events
in a uniform way, and user interaction is by definition
asynchronous with respect to dynamic media evolution.
The model does not address fine-grain synchronization, for
which good technical solutions based onstandards formats
and protocols exist. It covers the design of the relationships
between media items on a discrete scale, with a focus on the
handling of the events raised by user interaction during the
hypermedia fruition.

3.1 Media and events

A hypermedia document is composed of media items: text
fragments, audio and videoclips, images, etc.. For simplic-
ity, and without loss of generality, we can assume that each
media item is stored and identified separately, even if this
is not strictly required and pertains to the implementation
more than to the model itself.



Media items can be static or dynamic. Dynamic media
(audioclips, videoclips and animations) evolve by chang-
ing their state according to a time base which is proper of
the media item. They have a duration defined by the con-
tent and play modes. Static media (text and images) do not
change their state unless an external event triggers some ac-
tion (e.g., making an image disappear or change colors).
Static media have no time base, their duration is in princi-
ple infinite [6].

A media item can be active or inactive. If it is ac-
tive it exists in the hypermedia presentation interface, can
evolve in time (for dynamic media) and can receive and trig-
ger events. Inactive media do not exist in the hypermedia
presentation interface (or exist as bare placeholders, e.g.,
“greyed out” fields and widgets), do not evolve and can-
not trigger events until activated. A dynamic media, while
active, can be run, stopped, paused and resumed. A static
media can only be active or not. A media item can be inter-
active or non interactive. Interactive media can receive user
input, while non interactive media cannot.

An event is something that happens as a consequence
of time flow or user action. Events can trigger changes in
the state of media items by executing actions on them, e.g.,
stopping a video or displaying a text. Media can be related
in the sense that one media item (master) can cause other
media (slave) to change their behavior as a consequence
of events triggered by it. In principle in a complex hyper-
media presentation more than one media item can act as a
master, but for simplicity we shall constrain the discourse
to one master at a time. The presence of multiple masters
can cause incoherences in the control of media if events are
triggered which produce conflicting actions, and must be
solved by proper design methodology and by priority rules.

3.2 Links and anchors

The concepts of anchors and links are mutually related as in
the hypertext models. An anchor is a point in a media item
to which an event is associated (source anchor) affecting
some other media item, or the effect of an event occurred
elsewhere is associated (target anchor); a link is a connec-
tion between two anchors, such that the event at the source
media item anchor causes an action at the target media item
anchor. Links are directional and describe how events are
propagated among media to give the hypermedia document
its global behavior.

Anchors can be temporal or spatial. A temporal anchor
is defined in a dynamic media item as a time coordinate rela-
tive to the media item start time; when the media execution
arrives at that time the anchor triggers an event which is
transported across the link to the target anchor point. Ac-
tions are associated to the link, with parameters that de-
scribe the action details. For static media, which have no
temporal behavior other than their bare existence, tempo-

ral anchors can only be associated to media activation and
deactivation.

Spatial anchors can be defined in static and dynamic me-
dia, and identify spatial extents occupied by the media item
in the user interface (or identified by a placeholder asso-
ciated to the whole media item as in, e.g, audio clips) on
which a user action can be associated (e.g., a mouse click, a
touch), triggering actions towards the linked media.

Any media item has an implicit target anchor associated
to the whole item, like in conventional Web navigation. An-
chors can be associated to several prototype media types,
each representing a class of media with similar properties:

video a prototype for a dynamic media item with a spatial
extension that can hold temporal and spatial anchors;

audio a prototype for a dynamic media item without a spa-
tial extension that can hold only temporal anchors;

text a prototype for a static media item with a spatial exten-
sion that can hold spatial anchors associated to frag-
ments of its content;

image a prototype for a static media item with a spatial ex-
tension that can hold only one spatial anchor associ-
ated to the whole content;

external a prototype for a media instance external to the
hypermedia presentation, such as, e.g., a webpage,
which is under the user control in an unspecified way.

Being prototypes, they can represent different actual me-
dia types; for example, an image map is equivalent to a text
prototype because it holds several spatial anchors, and a text
without anchors in it is equivalent to an image.

The user is also associated to a specific media type, a
dynamic media with temporal anchors which are not prede-
fined in time. The user and his/her interaction is described
in Section 3.3.

A link has a series of properties/attributes which describe
the action to be taken on the media item at the target anchor:

e activate/deactivate the media item at link target an-
chor, deactivate the media item at link source anchor;

e set/reset interaction on link source and/or target an-
chors; if reset, the media goes to a non interactive state
and cannot receive further user interaction until re-
verted to interactive state. A common use of this prop-
erty is to transfer the user control from the source to
the target media item by resetting interaction on source
and setting it on target;

e pauselresumel/playlstop the media item at link source
and/or target (meaningful only for dynamic media). A
common use of this property is to pause or stop the
media item at link source and resume or play the media
item at link target.

Links could set also a time delay from the trigger to the
action, but this additional parameter does not change sub-
stantially the model, and will not be discussed here.
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Figure 1. Local and global spines

3.3 User interaction

The user is part of the model as any other (dynamic) me-
dia item, except that it has no pre-defined time behavior.
Temporal anchors associated to the user depend on the time
he/she interacts. The evolution of the hypermedia presen-
tation is defined both by the autonomous dynamics of me-
dia and by the user operations, which can integrate, alter or
contrast the events generated by the media items dynamics.
From a practical point of view, the user interacts through a
series of input devices such as buttons, menus, touch, ges-
tures, which depend on the type, style and rules of the in-
terface. We do not enter into such details, and consider the
user interaction from an abstract perspective.

The user triggers temporal source anchors, which are the
starting point of links to media items. Hence, the user can
activate/deactivate media items, make them interactive or
not, play/pause/resume/stop dynamic media, etc., as any
other dynamic media, with the difference that the time at
which events occur are not pre-defined but unpredictable
and depend only on the user activity.

As in media relationships, bad design can produce inco-
herent scenarios that must be solved by proper methodology
and priority rules. As a general remark we can assume that
the user has priority over conflicting behavior naturally pro-
duced by the media. There are cases, like, e.g., educational
applications, in which the opposite behavior is desirable, to
force the user to access the hypermedia content in an or-
dered and constrained way.

3.4 Spine

The temporal synchronization of the media composing the
hypermedia presentation is achieved through a component
called spine. It is derived from the concept of spine of the
IEEE 1599 standard for music description [1, 2]. Basically,
a spine is a (segment of a) temporal axis where the events

Table 1. Links between anchors of Figure 1

Link Source Target Action

L1 Ao Asg activate target media M>
Lo As Ag deactivate target media M>
L3 Ay Ay activate target media M3
Ly As Az deactivate target media M3

defined by dynamic media temporal anchors and user inter-
action are placed.

Spines are of two types: dynamic spines and static
spines. Dynamic spines are segments of a time axis associ-
ated to dynamic media items, whose time span is the media
item duration. They contain at selected positions the tem-
poral anchors defined in the media items. Static spines are
associated to static media, and are defined only for com-
pleteness. Since static media have no defined duration they
are represented by a ray, an open-ended time interval whose
real duration is set by actions following events triggered by
other media or by the user interaction. Each spine contains
also a set of events corresponding to spatial anchors, which
are not associated to time, but are placed in the spine at cur-
rent time as the anchors are activated. For consistency, the
target anchor associated to the whole media item is placed
at the item starting time .

These spines are local spines, i.e., associated to individ-
ual media items. A global spine is a dynamic structure
built as the hypermedia unfolds in time. It is a time axis
with selected positions representing events resulting from
the union of the local and static spines active at any mo-
ment, and evolves by adding new events as the media are
activated/deactivated and played/paused/resumed/stopped.
User interaction events are also placed on the global spine
as they occur. In such a way the global spine is a recording
of past events (a history) in the part preceding the current
time, and the description of following behavior (less user
interaction) in the part following the current time. User in-
teraction is defined only at the current time upon occurrence
of an explicit user operation; after execution it belongs to
the hypermedia history.

Figure 1 illustrates a simple non interactive example.
The hypermedia is composed of three media items, an audio
M and two images M, and Ms. The audio activates and
deactivates the images during playback, with an interval be-
tween them. Table 1 defines the links and their properties.
The top diagram in Figure 1 shows the media items with
their local spines on which the anchors are placed. The
middle diagram shows the temporal behavior of the static
media M, and M3 as defined by the events associated to
the temporal anchors of the audio M, the only dynamic
media item. The bottom diagram shows the global spine at
the end of the execution. F/1—Fj are the events raised: F
corresponds to the hypermedia start, i.e, the activation of the



Table 2. Links introduced by the user interaction

Link Source Target Action

Ls Ui Aq pause target media My

Leg Us Ay resume target media M,

L~ Us Ay activate target media My

Lg Us A pause target media My
reset interactivity on M,

Lo U, Ay deactivate target media My

Lo U,y A resume target media M,

set interactivity on My

audio M, while Ej is the natural end of M, causing the
end of the whole hypermedia. Fr—FE} are, respectively, the
events triggering the links L;—L,: at time ¢; the first image
is displayed, until time ¢5. At time ¢35 the second image is
displayed, until time ¢4. At time ¢5 the audio stops and the
presentation ends.

In case of user interaction, the behavior may change.
Suppose that the user pauses and resumes the audio while
watching at image M5, and that image M3 is associated to a
spatial anchor leading to a website in a separate window; the
user can freely browse the website by automatically pausing
the audio while the browser window is open. The paused
audio remains in a non interactive state while the user con-
sults the web page (and possibly other linked pages). When
the browser windows is closed, the audio resumes playing
and returns in an interactive state. The webpage is repre-
sented by an external media item M, with a target anchor
associated to it as in any other static media item.

Table 2 lists the additional links between user operations
(source anchors) and target media. Figure 2 shows an in-
stance of the local and global spines after the interaction
has been completed (pauses in dynamic media are repre-
sented by dotted lines). For clarity, anchors corresponding
to user interaction are drawn upon the media to which they
are linked, at the time where they occur; they are named U;—
U,. A more faithful graphical representation would repre-
sent the user anchors on a separate timeline for consistency
with the concept that the user behaves as a dynamic media
item, but the graphic would be cluttered.

As shown in the figure, pausing a media item has the ef-
fect of shifting the remainder of its local spine to a future
time. The shift amplitude depends on the pause time. A
more concrete view, which is adopted in the implementa-
tion, is that the local spine is suspended during the pause,
i.e., the segment not yet executed is removed from the global
spine and copied back at the time in which media execution
is resumed.

4 A prototype implementation

A thorough discussion about the model implementation is
out of the size of this paper, hence only a survey is given
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Figure 2. Local and global spines with user inter-
action

here. One of the goal of the model is the ability to imple-
ment it with current web-based technology, using the basic
mechanisms used in HTML pages rendering and naviga-
tion. Media items, links, anchors, interactivity, are usual
components of multimedia applications, hence the synchro-
nization and interaction related issues should be imple-
mented by relying on the standard protocols and caching
mechanisms of the current world wide web, without sophis-
ticated, ad-hoc media control systems.

A prototype of an authoring system has been built [11].
The authoring system does not cover the layout design,
which is out of the model’s scope, but implements a num-
ber of javascript functions which build up the set of actions
for media operations defined in the model. Function calls
are associated to anchors, which change the properties of
target media and allow a user to interact with a hypermedia
presentation in the way described here.

The prototype defines a standard interface, hence is not
able to cope with a general multiplicity of media, but covers
all the prototypical media types defined in Section 3.1. The
prototype has been implemented using part of the project
Popcorn.js by Mozilla (http://popcornjs.org), a javascript li-
brary for media control in HTMLS5 documents, which has
been properly modified and extended to meet the needs of
the synchronization model mainly for what concerns user
interaction.

The whole hypermedia (except external media) is an
HTML document whose content is structured in sections
corresponding to the component media items. The concepts
of anchor, media and link of the model have been translated
to HTMLS5 constructs: the anchor is implemented by the an-
chor tag <a>. A media item is a section of the document,
structured as a <diwv> with a unique referencing id. Format
and visual properties can be assigned and modified as usual
through javascript functions. Links associated to source an-
chors correspond to the execution of a javascript function
which sends the event to the target media item.

The behavior of the media item are changed through an



extension of the Popcorn.js library, which converts media
item to interactive javascript objects able to send and receive
events.

5 Discussion

The first question naturally raising in discussing this model
is: why another synchronization model for hypermedia doc-
uments? The question is legitimated by the huge research
work existing on the subject and by the current standards
and programming practices for incorporating active media
and interactive commands into HTML-based documents.

The answer comes from the lack of a unifying model
which includes also the user as an active component driving
the temporal behavior of a multimedia document through a
reasonable and coherent set of interactive actions.

It is quite evident from the analysis of the research work
on hypermedia in the *90s that the goal was primarily to de-
fine standards and rules for structuring complex documents,
i.e., putting together the different parts so that a user could
navigate in them coherently. While dynamic media were in-
cluded in documents by the Amsterdam Hypermedia Model
and other models, they were considered as self-contained
information chunks whose relation with other media were
not under the user control.

The document model(s) introduced by the WWW envi-
ronment and refined until today’s versions (the so-called
Document Object Model, DOM) face problems related to
the manipulation of the structure of a document and its con-
tent, still without approaching interaction issues. Such is-
sues are partly implied by the rigid navigation structure, and
more recently they are delegated to algorithms programmed
in javascript and other languages to manipulate the docu-
ment components and their rendering.

Hence, this model fills a gap between the conceptual rep-
resentation of content and structure and the conceptual rep-
resentation of time relationships induced both by dynamic
media and the user.

A second reason justifying this model is the close re-
lationship between the model’s components and the actions
implemented in a conventional HTML environment, that al-
low a programmer to use templates for enacting the anchors
and links behavior. Such close relationship is the base for
developing authoring systems for the end user not only with
an eye to the document structuring, which is a goal amply
covered by CMSs, but also with a reference to interaction
design.

Finally, a model (even if not completely formal) helps a
designer to check the consistency of its design before com-
ing to a prototype, and favors an organized maintenance
activity. Consistency is, however, a problem not yet fully
investigated and is the main future work, together with an
automated translation of the link definitions from the tabu-
lar style of Tables 1 and 2 into function calls with proper

parameters.
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Abstract— With the on-going increase in processing power and
range of multimedia, multimodal systems are becoming more
prevalent in a broad variety of applications. These include a wide
range of entertainment applications such as games and mu-sic, as
well as new developments within usability and human computer
interaction. This project proposes a multimodal synchronization
approach through the application of feature detection and
association. This paper discusses features of interest, analysis and
similarity measures, together with techniques such as Dynamic
Time Warping and Active Appearance Modelling for
synchronization purposes. In order to demonstrate the
framework, this paper presents a case study using a multimodal
music application which combines voice data with facial gesture
detection for a virtual vocal coaching application.
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l. INTRODUCTION

With the increase in computing power over recent years
there has been a growing interest in developing multimodal
control systems. This has led to numerous developments within
interactive multimedia in which multiple data sources are
harnessed to create more interactive and immersive user
experiences across a broad range of areas including gaming,
sports science, accessibility and smart interfaces. While many
multimodal systems have been developed, there have been
fewer investigations into frameworks for use within this area.

This paper introduces a generic framework for feature
matching and multimodal synchronization. This is presented in
the context of a multimodal system utilizing audio and visual
information for the control of an interactive music system. The
system uses user input, in the form of vocal audio and head
movements, in order to control the system’s musical output.

The framework discussed here has been developed to match
features from multiple simultaneous data sources for
synchronization and use within multimodal audio/visual
systems. To do so, signal segmentation, feature detection and
signal warping techniques have been used.

Il.  BACKGROUND

Interactive multimedia systems typically use a range of
multimodal data in order to provide a better understanding of
user interactions. In this way, more intuitive control systems
can be developed. With the advent of more complex
commercially available gesture recognition systems [1, 2],
research into multimodal gestural interaction has increased
dramatically. This, coupled with continued increase in
processor capabilities, has resulted in a broad range of new
interactive multimedia systems, including everything from
music interfaces to novel approaches in human computer
interaction and smart interfaces.

Figure 1. Kinect depth map used within Music via Motion (MVM).

A number of recent developments in interactive music
systems have utilized new technologies for use within gesture-
based systems, such as Music via Motion (MvM) [3] and
Crossole [4]. The MvM system uses several input sources
including video camera, sensors and Microsoft’s Kinect within
a range of interactive music applications. Through following
the user’s gestures in 3-dimensional space (see Figure 1), the
user is able to control virtual instruments, or even a virtual
orchestra using the Conducting interface, in real-time. In a
similar way, Crossole [4] makes use of the Kinect system to



create a novel form of musical interaction: a musical crossword
that allows users to create unique compositions by
manipulating blocks in a virtual space (Figure 2).

Figure 2. Crossole gestural interface.

Recent developments at SIEMPRE have also gone on to
refine these technologies through the Gesture Agents
framework [5]. Through coordinating concurrent multi-user
interaction, this builds on current interactive multimodal
system technologies through providing a framework to enable
multiple users’ to share the same interactive space. In doing so,
this allows several users to interactive with one musical
interface for real-time computer-music collaboration.

Multimodal systems have also been widely explored within
a range of interactive systems including developments in
human-robot interactions, such as Shimon [6]. This musical
robot incorporates a multi sensor system with a variety of
improvisation algorithms in order to emulate human-like
musical interactions. Through exhibiting human gestures, such
as head bobbing, Shimon is able to provide musical
collaborators with gestural cues, much like a human would.
Shimon’s multi-sensor system is also able to interpret music —
allowing it to respond to rhythms and melodies. This
combination of multi-sensory input and gestural interaction
results in highly intuitive human-robot musical collaboration.

Another area of application is within music pedagogy — one
such example is a poly-phonic pitch tracking system used for
automatic guitar notation [7]. The system combines visual
input with audio signal analysis in order to map out the notes
being played for automatic transcription.

Multimodal systems have also been applied to explore
human interaction [8]. Investigations carried out by Varni et al.
utilized a multi-sensor system in order to perform real-time
analysis of human interactions to detect the synchronization of
affective behavior and the emergence of functional roles within
a group of musicians; thus providing an innovative method of
gathering data for psychological research.

As well as full-body gesture recognition, interest has also
been building in the area of head/face tracking and facial
expression detection. This has many applications, from
controlling effects used within musical performance [9] to
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developments with-in usability systems, such as vision-based
facial expression interfaces [10]. These systems provide hands-
free approaches to computer interaction, utilizing face-tracking
algorithms to develop solutions to accessibility issues within
HCI.

Similar approaches have been exploited within gaming,
whereby face-tracking has been used to control a variety of
computer games [11]. Through the development of a real time,
low resource head-tracking system, Da Silva et al. have
explored the use of head-tracking within game interaction. The
system utilizes a number of techniques, including gaze tracking
and head pose estimation in order to parameterize head and
facial gestures for use as an input device. This has been
successfully applied within a variety of games, including
Tetris, racing games and adventure games.
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Figure 3. An overview of the framework.

Figure 3 illustrates the architecture of the framework. Here,
each signal is synchronized to a master reference signal, in this
case, signal 1. Before the main stages of the synchronization
process can take place, the signals are pre-processed. The pre-
processing stage includes (optional) smoothing and
normalization as necessary. A segmentation stage is then
applied. At this stage a collection of segmentation algorithms
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can be selected to breaks the signal up into
appropriate/meaningful regions that will then be used for the
next stages including correlation and synchronization.

A. Segmentation

A range of algorithms can be applied for segmentation,
depending on the context and type of signal that is being
segmented. For audio signals and gesture data, salient point
detection can be applied; using cluster-based, wavelet-based or
feature-based algorithms to identify key signal components
[12]. For video data, algorithms such as mean-shift clustering
or Haar-like feature detection [13] can be used to identify
regions of interest. The segmented data can then be processed
to identify correlating features between the data streams.

B. Feature Matching

Feature matching is applied in order to detect key features
within the segmented data. As with segmentation, a range of
algorithms are available depending on the context. For facial
expression within a given region of interest (identified during
segmentation), Active Appearance Modelling (AAM) [14] can
be used to detect gestural information. In a similar way,
spectral analysis [15] and statistical modeling, such as Hidden
Markov Models [16] can be integrated to identify features
within an audio signal. Dynamic Time Warping technique has
also been integrated to find similarities between data sets.

C. Synchronization

Once the signal features have been identified, they are
synchronized through cross-correlation and comparison against
matching features. In the case of facial detection and audio,
these variables may be mouth movement and speech — using
audio recognition and mouth modelling as the synchronization
mechanism. The signals are then synchronized via time-
stretching, whereby the signal(s) are altered in the time domain
in order to match the master reference signal. This results in a
synchronized multimodal system. Following the development
of the framework, it was applied within a test application so
that it could be validated in a practical context.

IV. CASESTUDY

The synchronization framework was applied within a
pedagogical music application designed as a vocal training
tool. The application monitors both the user’s vocal (via a
microphone) and their facial expressions (using a video
camera). With the association between facial gestures and
vocal theory [17], the application aims to improve the singer’s
execution through providing audio cues. This is achieved
through both audio signal processing and computer vision
analysis which compares the user’s facial expression and
musical pitch to an ideal model. For example, higher notes are
associated with wider mouth shapes (e.g. an exaggerated smile)
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and low notes are associated with long ‘o’-like expressions
[17]. In this way, the application helps to “coach” the user to
achieve their potential range while also aiding their level of
control, to improve their understanding of how facial
expression can impact their vocal output.

In order to associate the vowel sounds with their
corresponding facial gestures, the system first conducts
frequency analysis on a training data set (see Figure 4). The
same is then done for a data set of facial gestures (see Figure
5), after which these are combined to build a model of vowel
sounds and facial expressions using a classification tree.

Once the model has been established, it can be used to
evaluate real-time audio and visual data. This achieved through
applying the synchronization framework to the audio and video
data streams, after which it can be evaluated against the
training data and used to provide feedback to the user.

Power

Frequency (Hz)

Figure 4. Top: audio signal from sung vocal. Bottom: frequency content of
audio signal sample.

A. Segmentation and Feature Matching: Video Processing

The audio data stream is first segmented using cluster-
based feature detection. This breaks up the incoming signal into
discrete audio components for analysis using Fast Fourier
Transforms (FFTs) in order to provide frequency domain
information (Figure 4). This data is then analyzed for the
prominent frequency bands to create a distinct feature vector
for evaluation against the training data.

B. Segmentation and Feature Matching: Video Processing

At this stage, the visual information is processed by a Haar
classifier in order to detect the region of the face within the
image. This provides a bounding box to limit the search area
for the active appearance model. The active appearance model
is then applied to detect specific facial features. This results in
pixel locations within the image which can be used to detect
movement. To detect mouth movement, the upper-lip, bottom
lip and both corners of the mouth (left and right) are used.



Through comparing these in relation to each other mouth
movement can be detected, e.g. the distance between the upper
and lower lip indicates mouth height, while the distance
between the corners indicates mouth width. As the mouth
moves, the pixel locations change, and the movement can be
detected through as the distances vary. This data is output in
the form of pixel unit measurements (Figure 5) for comparison
against the training data.

"vjAl.S
21
=
! 1
X
a2
gi05
<!
©
5
av O
Mouth height data
=4 6
=1
=
S |
g 4
Es
2
g 2
(=3
S
B!
8Y 0
e e B e B e e e e e e e e R e R B BB e v =
HANNOTNDNONODNINOAANMNMSTN ONN0N
L I I I B I B I I B |
D it s >
Samples

Mouth width data

Figure 5. Top: active appearance model (AAM) used for facial gesture
detection. Middle: AAM mouth height data.
Bottom: AAM mouth width data.

C. Synchronization

It is important that the two data streams are synchronized in
order to ensure that the user feedback is accurate. To achieve
this, the two data streams are evaluated using the classification
model built from the training data. This model contains
information associating facial expressions with vocal formants,
and can thus be applied to correctly match the audio signal
sample with the accompanying segment from the video feed
using a classification tree [19].
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D. User Feedback

Once the data is synchronized the system evaluates the
user’s vocal performance in order to provide appropriate
constructive feedback. If the incoming musical note does not
align with its target pitch according to the tuning system
chosen, the system evaluates whether it is sharp or flat (in
relation to the nearest musical note). If the note is flat an audio
cue is activated encouraging the user to accentuate their facial
expression horizontally (smile more). If the note is sharp, the
same process is applied, though the resulting cue will signal
that they emphasize their expression vertically (towards a more
“0”-like shape).

V. DISCUSSION AND CONCLUSIONS

This paper has discussed a multimedia synchronization
framework that has been designed to synchronize multiple data
sources to facilitate multimodal systems.

A range of different approaches for the core stages of the
framework are being integrated to include more techniques and
algorithms for segmentation, similarity measures and feature
detection. Through applying the framework to a range of
different case studies, we aim to develop a comprehensive
synchronization solution capable of handling a range of
multimodal ~ synchronization  tasks  through  simple
configuration. The configuration process will follow a modular
workflow through which the most appropriate components can
be selected for segmentation, feature matching and
synchronization. A case study using the framework has been
presented in the form of a pedagogical application for singing.
While validation of the case study is ongoing, the framework
has already proven to be successful within a virtual conducting
application [18], demonstrating that it is capable of
streamlining the development process for multimodal systems.
Several other applications are currently being explored in
different areas including gaming, sports science, and
accessibility.
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Abstract

Qualitative spatial reasoning (QSR) is a powerful tool in
automated computer reasoning, a necessary step forward
in fields like computer vision and media analysis. Stereo
graphical media has rapidly become a prevalent part of
technological culture, and the amount of these kinds of data
that exists is staggering. Humans interpret depth informa-
tion using prior knowledge that a computer lacks. This
prior knowledge stems from remembered observance of the
basic laws of physics. While the computer lacks the intu-
itive understanding of these principal physical properties, it
is capable of determining more precise information through
calculation. Herein the authors explore the information that
can be gained from an amalgamation of QSR methods and
physics, and present some preliminary results from an im-
plementation based on this powerful combination.

1 Introduction

Human perception of three dimensions is a complex
field. A person determining the shape of an object must
rely heavily on visual cues in the form of shading, edges,
and depth information [1]. Where this information is in-
sufficient to unambiguously identify an object, the observer
must make a judgment that may not be consistent with that
of all other observers [1]. Research has shown that an indi-
vidual’s desires can influence the way things are perceived
(“Wishful Seeing”) [2].

This raises some important questions in the field of com-
puter vision, including:

e As a binary entity, how can the computer deal with
ambiguous visual information?

e With no base of previous experience, what information
should the computer use to reduce ambiguity?
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e How can the information gain of the system be maxi-
mized while the computational cost is minimized? In
other words, what calculations should be done to ob-
tain the most information with the least work?

With stereoscopic media becoming pervasive in the form
of 3D movies and consumer electronics (e.g. televisions
and portable gaming devices), there is a growing, urgent
need for computational analysis of these data. Such tech-
nology could have impact in physical security (e.g. analysis
of images from multiple sources such as security cameras),
robotic vision, and defense (e.g. identification of potential
dangers and suspicious behavior from stereoscopic infor-
mation).

Image processing techniques can provide insight into a
system recorded stereoscopically, but only about what can
be seen by the cameras. Humans use experience and prior
knowledge to make assumptions about parts of the scene
that are hidden from view. One example of this is a speaker
behind a podium; an audience member would know that a
human standing behind a podium most likely has legs, and
that the podium does not continue back into infinity because
the objects in the scene (human, podium), are known quan-
tities that have been encountered before. The computer does
not have this same experience; image processing techniques
alone would only allow the computer to know about what is
directly visible.

In this paper, the authors explore the use of Qualitative
Spatial Reasoning (QSR) methods and basic physical prop-
erties in addition to visual information from the scene to re-
duce the amount of incomplete visual information. Spatial
information gained from QSR and physics is retroactively
applied to the scene to further reduce ambiguity; present
knowledge about a system is used to revise past assump-
tions, which improves the precision of current and future
data.



2 Background and Related Work
2.1 Image Processing and Disparity

Image processing is an important field in computer and
robotic vision. A large portion of research in this area
has been devoted to finding computationally efficient al-
gorithms; images are inherently two dimensional, which
implies that most naive algorithms are at best O(m x n)
in their computational complexity for an m X n image.
The persistence of high resolution images (full high defini-
tion already being common and 5k resolution beginning to
emerge) means that these algorithms will be computation-
ally expensive, especially with many image formats being
4-channel (giving an m X n X 4 data structure size to hold
RGBA or HSVA (Hue Saturation Value Alpha) information,
two popular information formats).

Disparity [3, 4, 5] and the parallax effect are two con-
cepts exploited in image processing to mimic human per-
ception of depth. It uses the fact that objects (and distances)
appear smaller the farther away from the observer they are.
Thus, by determining the distance between occurrences of
an object in each of a pair of stereo images, the relative
distance from the cameras to the object can be determined.
Disparity has also been used to estimate the motion of ob-
jects [5]. It is an invaluable tool in determining spatial in-
formation from multiple observations of the same scene.

2.2 Human Perception in Three Dimensions

Human 3D perception is fascinating: by all reckoning,
such a feat should be mathematically impossible with the
abstract data the brain receives from the eyes [1]. Re-
gardless, humans are capable of making relatively consis-
tent judgments about shapes and motion in three dimen-
sions using only data from two “cameras” (the eyes) and
a base of experience. Learned behavior such as object per-
manence [6] show that prior knowledge is required to make
judgments about three dimensional space. Mimicking hu-
man perception with a computer is an important facet of
computer and robotic vision.

2.3 Qualitative Spatial Reasoning (QSR)

Qualitative Spatial Reasoning (QSR) has varying appli-
cations in Geographic Information Systems (GIS), visual
programming language semantics, and digital image analy-
sis [7, 8]. Systems for spatial reasoning over a set of objects
have evolved in both expressive power and complexity. The
design of each system focuses on certain criteria, including
efficiency of computation, ease of human comprehension,
and expressive power.
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The spatial reasoning system chosen for this investiga-
tion is VRCC-3D+ [9], an expansion and implementation of
the RCC-3D [10] system designed by Albath et al. As op-
posed to other RCC systems (many of which have no imple-
mentation), the relations in VRCC-3D+ express both con-
nectivity (in 3D) and obscuration. Obscuration will change
from viewpoint to viewpoint, but connectivity is a global
property that can be used to discern new information at ev-
ery perspective in the system.

For this work, the authors focus on the obscuration el-
ement of the VRCC-3D+ relation. The connectivity por-
tion of the relation will become important as the system
is expanded to handle an arbitrary number of cameras and
vantage points. VRCC-3D+ identifies four basic kinds of
obscuration: no obscuration (nObs), partial obscuration
(pObs), complete obscuration (cObs), and equal obscura-
tion (eObs). The system further breaks each base obscura-
tion into three different classes: regular obscuration (object
A obscures object B), converse obscuration (object A is ob-
scured by object B), and equal/mutual obscuration (object
A and object B obscure each other). At this point in the in-
vestigation, this further classification is unimportant; it only
matters if obscuration is present between two objects, not
which object is being obscured.

2.4 Inertia and Conservation of Mass and Energy

There are a multitude of physical properties that can be
used to discern information about spatial relationships. Ev-
ery property used to derive spatial information introduces
a new computational cost and has an upper limit to the
amount of information it can deduce. The ideal property
would be one that would give insight into the system with-
out requiring any new calculation. When this is impossible,
the goal should be to maximize the ratio of information gain
to computational cost. One of the goals of this research is
to discover a combination of physical properties that maxi-
mizes this ratio.

As a starting point, two physical properties will be exam-
ined: inertia and conservation of mass and energy. Inertia
is best described by its colloquial definition: an object at
rest tends to stay at rest, an object in motion tends to stay
in motion. More formally, inertia is the resistance a phys-
ical object has against a change in its state of motion or
rest. This can provide useful insight into the physical re-
lationship of two objects. Given two objects, if one passes
behind another, it can be used to determine whether or not
the objects collided at any point. In terms of spatial con-
nectivity, this collision will correspond to a change from
a disconnected (DC) state to an externally connected (EC)
state. This in turn gives useful information because it de-
fines a known point on the (possibly hidden) boundary of
one or both objects.



Conservation of mass and energy will also be used in
conjunction with inertia to gain additional information. If
an object becomes obscured by another object, its trajectory
can be estimated. If the actual trajectory is different than the
calculated trajectory, then something must have changed the
state of motion or rest of one or both objects. Using the
difference in expected and actual position at a given time
to revise earlier calculations results in a corrected physi-
cal model that yields additional information about the entire
system.

2.5 Current Work in Qualitative Spatial and Tem-
poral Reasoning

Qualitative spatial and temporal reasoning has been an
active field in recent years. Takahashi [11] explored using
a new expansion to RCC-8 in which he uses two specific
vantage points at right angles to a scene. Connectivity and
obscuration were determined from each location to give a
more precise determination about the objects in the scene.
Takahashi’s work differs from this work in that he uses a
front and bird’s-eye (“side” and “upper”) view to obtain in-
formation. In contrast, this work focuses on emulating hu-
man sight using stereo images, which will be expanded to
include information from additional visual sources.

Renz [12] proposed efficient algorithms for determin-
ing tractable subsets of RCC-8 and the Interval Algebra by
phrasing the problem as a consistency satisfaction problem
CSPSAT(S) and refining the set when necessary. Directly
determining the relations between objects in space and time
is not a direct consequence of these tractable subsets, but
any reduction in the size of the subset of possible relations
can increase the efficiency of determining actual relations
between objects [13]. These tractable subsets can be used
to aid in the disambiguation of information from multiple
sources and will be exploited in this research.

Renz and Ligozat [14] performed a theoretical analysis
of spatial temporal reasoning systems and showed that if a
system exists such that weak composition does not result in
actual composition, path consistency no longer applies. In
these cases, algebraic closures of the system must be used to
determine composition. They examine the effects of weak
composition on spatial temporal reasoning systems and pro-
vide a methodology to analyze spatial and temporal calculi.
While purely theoretical, this work benefits qualitative spa-
tial and temporal reasoning. Path consistency and composi-
tion are two important attributes of a QSR system that have
been exploited to aid in automated reasoning; analysis of
this work to show these facets of spatio-temporal reasoning
are not violated will be important to the continued useful-
ness of the system.

Ye and Hua [15] explored using depth cameras to de-
termine three dimensional spatial relations. They did not
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apply their work to a series of images over time, and use
specialized depth finding cameras to determine depth (the
Xbox Kinect). As the research presented in this paper is ex-
panded to include additional visual sources, Ye and Hua’s
work may be investigated as another kind of information
source.

In 2007, Santos [16] investigated a framework in which
the depth and motion of an object may be reasoned with
while accounting for the observer’s viewpoint. He pre-
sented a formal logic based approach to reasoning about
depth and motion that he used in a robotic vision applica-
tion called the Depth Profile Calculus (DPCC). DPCC uses
depth maps obtained through disparity calculations to de-
termine information about three dimensional space, but ig-
nores many other visual cues available (such as color, light-
ing, and other physical properties). In this work, the authors
use similar methods, but incorporate additional information
to get a more correct view of the world.

3 Computational Spatial and Temporal Rea-
soning

As an initial exploration, the authors constrained the sys-
tem of interest as follows:

e The system is modeled as a single rolling green sphere
that passes behind a stationary blue sphere but does not
collide (Fig. 1).

e The system is simulated using Blender 2.64 [17] with
two separate camera positions to guarantee that frames
from the cameras would be showing different perspec-
tives of the same point in time.

e The cameras were aligned such that the direction of
views were parallel and the top row of the left camera’s
image corresponded to the top row of the right cam-
era’s image. This differs from human vision slightly,
as the computer does not need to “focus” on an object
by pointing both cameras at it; its visual information is
more complete than a human’s over the entire image.

e The floor of the system was transparent.

e The moving sphere’s trajectory was perpendicular to
the view direction of the cameras.

The preceeding constraints were placed on the system to
allow simplifications that are considered to be unimportant
in the context of this work:

e Masking the image using HSV (Hue Saturation Value)
values was used for image segmentation into objects.

e Disparity was calculated for each object by finding the
center of the matching bounding box of objects and
determining the difference in the x direction.



(a) Frame 33: nObs

(b) Frame 50: nObs to pObs

(c) Frame 91: pObs to cObs

(d) Frame 101: cObs to pObs (Green barely vis-
ible to right of blue)

(e) Frame 145: pObs to nObs

Figure 1: Images from analyzed video: as seen from the left
camera. The green sphere is further from the cameras than
the blue sphere, and as such appears smaller.
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Analysis of stereoscopic videos is a three step process:
frame analysis. obscuration analysis, and object analysis.

3.1 Frame Analysis

In the context of this work, a frame pair is a pair of stereo
images from a left and right oriented camera that portray the
same moment in time from different perspectives. For every
frame pair in the videos the following actions are taken:

e The images are converted from the default representa-
tion to HSV

e Range filtering is used to determine the locations of
both objects in the images.

e The disparity and bounding rectangle are calculated for
each object.

e The bounding rectangle and disparity for each object
are stored, along with the frame number.

3.2 Obscuration Analysis

For this paper, obscuration and object analysis occur
with respect to the left camera. The results could be refined
by using information from both cameras.

The following pseudocode is used to determine the ob-
scuration from the left camera at every step. The list of
bounding rectangles and disparities from the frame analysis
is stored in steps. The green sphere corresponds to object
A in the pseudocode, and the blue sphere is object B, and
bbox refers to an object’s bounding box

obss = [] #the
for s in steps:
if object A has a bbox in s:
xa = A’s bbox x location in s
wa = A’s bbox width in s
if object B has a bbox:
xb = B’s bbox location in s
wb = B’s bbox width in s
if the bboxes overlap:

list of obscurations

lastO = ’“pObs’
else:
lastO = ’nObs’
else:
lastO = ’cObs’
else:
lastO = ’cObs’

obss.append(lastO)

The eObs obscuration type is combined with cObs; not
enough information exists in this experiment to distinguish
between cObs and eObs.



Note that there is no distinction as to which object ob-
scures the other, just that some obscuration occurs. It was
visually verified that this code correctly identified changes
in obscuration with respect to the left camera’s video feed.
Fig. 1 shows the frames identified as changes in obscuration
occurred from the left camera’s perspective.

3.3 Object Analysis

In the object analysis step, the positions and depths of
each object are determined. Position is determined using
the right most edge of the bounding box. If no obscuration
is detected from either perspective, the depth and position
of the object are directly recorded. Otherwise a polynomial
is fit to the previous values recorded and used to estimate
the current location. Every direct